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Abstract

This paper presents estimates of the impact of exchange rate movements on the industry-level price of investment goods using a panel of OECD countries. An exchange rate depreciation (appreciation) causes a significant rise (fall) in the prices of the investment goods used by most industries, but the magnitude of this effect differs greatly across sectors. A currency depreciation causes a stronger increase in the price of investment goods used by industries that produce high-technology products and employ a larger proportion of imported capital. Hence, movements in the exchange rate may affect the level and distribution of investment across sectors.
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1. Introduction

Empirical evidence suggests that investment has important consequences for growth and productivity. De Long and Summers (1991) show that investment in machinery and equipment is associated with faster growth while Jones (1994) finds a negative relationship between economic growth and the relative price of machinery. A related strand of research shows that countries with a higher share of imported machinery experience higher growth (Mazumdar, 2001).
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This may be because imports of machinery facilitate the international transmission of technical innovations or lead to increased export competitiveness (Coe et al., 1997; Xu and Wang, 1999; Mody and Yılmaz, 2002). It is not uncommon for governments to encourage investment through tax breaks and other incentive programs. Although exchange rate policy is not typically considered to be an investment incentive program, currency valuation changes can affect the profitability of investment by, for example, altering the prices of imported investment goods.

Given the large exchange rate movements experienced by many countries, if exchange rate changes have a significant impact on investment good prices and, thereby, on investment and capital imports, they may ultimately affect productivity and growth. This study estimates the magnitude of the impact of exchange rate movements on the prices of the investment goods used by individual sectors and sub-sectors of manufacturing and non-manufacturing industries. The use of disaggregated data allows sector-level effects to be identified and gives a broader perspective on the impact of the exchange rate on investment good prices than would an analysis that employs aggregate data or data for manufacturing only. As the data set consists of a panel of OECD countries, more observations are available for each sector than would be available in a single-country study. In addition, as noted by Frankel and Rose (1996), the use of a panel makes it possible to take advantage of the cross-country variation in exchange rates.

The results described below indicate that movements in the exchange rate have a significant effect on the price of investment goods at the aggregate level as well as in many individual sectors, but the magnitude of this effect differs widely across sectors. Unsurprisingly, the exchange rate has the smallest impact on the prices of the investment goods used by sectors in which a relatively large proportion of capital is typically in the form of non-traded building structures — industries such as restaurants, hotels, real estate services and social and personal services. The sectors that exhibit the greatest impact of exchange rate changes on investment good prices generally employ a large proportion of capital in the form of machinery and equipment, a form of capital that tends to be tradable. Industries of this type include manufacturing, transport and communications. A key implication of these results is that monetary and fiscal policies that alter the exchange rate may affect both the level of investment and the sectoral distribution of investment, and could act as a (perhaps unintended) industrial strategy.

To our knowledge, the impact of the exchange rate on the prices of investment goods has not been examined previously. A related literature examines the impact of exchange rate movements on import good prices or the aggregate price level, but does not explicitly examine the prices of investment goods. Another strand of the literature investigates the impact of exchange rate movements on investment and productivity growth. Using data for individual countries, Campa and Goldberg (1999) and Nucci and Pozzolo (2001), for example, find that exchange rate changes have a significant effect on the growth rate of investment in manufacturing. The results reported in Campa and Goldberg (1999) imply that a 10% currency depreciation leads to a 1–2% decline in US investment. Given the relatively small size of their sample,
however, they cannot determine whether the impact of exchange rate changes on investment differs across sub-sectors of manufacturing (other than that it differs between sectors with “high” and “low” markups).\footnote{In their studies of the impact of the exchange rate on investment, Campa and Goldberg (1995, 1999) and Nucci and Pozzolo (2001) utilize a cross-industry panel for individual countries rather than a cross-country panel as used here. Their approach employs less data on exchange rate changes than does a cross-country panel (since it utilizes data for a single country only) and restricts the parameter estimates to be constant across sectors.} Using firm-level data on commodity producing firms, Forbes (2002) shows that firms with higher capital/labour ratios exhibit slower growth in capital investment following a currency depreciation, while Fung (2003) finds that a large currency appreciation leads to higher productivity in Taiwanese manufacturing firms. Studies by Strauss (1999) and Harris (2001) indicate that exchange rate movements have a significant impact on productivity in OECD countries, but their analyses do not make it possible to disentangle the conflicting channels through which the exchange rate may affect productivity.

This study investigates just one of the many channels through which currency movements may affect investment and the economy. There are, of course, other channels and these have been examined in the theoretical macroeconomics literature by Lizondo and Montiel (1989), Gylfason and Schmid (1983), Rebelo and Vég (1996), Kouri (1979) and Risager (1987). For example, by increasing the demand for domestic goods, a currency depreciation can raise the revenues and profits of domestic exporting firms and, thereby, induce an increase in economic activity and investment.\footnote{There are also channels whereby a currency depreciation can have a negative effect on aggregate demand. For example, a depreciation may generate income redistribution from groups with a low marginal propensity to save to groups with a high marginal propensity to save (Diaz-Alejandro, 1965; Krugman and Taylor, 1978), or may lead to inflation that reduces the real value of nominal assets (a real balance effect). Empirical studies have found both a positive and a negative impact of exchange rate changes on aggregate investment and/or output in LDCs (see Edwards, 1986, 1989; Morley, 1992; Upadhyaya, 1999; Kamin and Rogers, 2000).} On the other hand, a depreciation may have a contractionary impact on output if it causes a rise in the price of investment goods and this, in turn, causes a decline in investment, the size of the capital stock and firm productivity (Porter, 1990; Martin and Porter, 2001).\footnote{In the Canadian context, Martin and Porter (2001, p. 9) state “While some laud the lower Canadian dollar as enhancing competitiveness by decreasing the relative prices of our exports, the true effect is exactly the opposite. A low Canadian dollar dulls the incentive for upgrading and competing on any basis other than lower price. In addition, in the Canadian context, the low dollar makes investment in upgrading more expensive. Approximately 70% of Canada’s installed machinery and equipment is imported. Consequently, the low dollar during the 1990s made machinery and equipment imports dramatically more expensive, which is likely to have contributed to a fall in the growth rate of capital stock per worker, thus making labour productivity growth still more difficult to achieve”.} While this paper focuses on only one channel through which the exchange rate may affect the economy — the impact on the price of investment goods — a better understanding of this particular channel is an important component to a more complete understanding of the effects of currency valuation changes.

The findings presented in this study are also relevant to the issue of the effectiveness of flexible exchange rates in macroeconomic adjustment. Numerous studies have found a weak or insignificant pass-through effect from the exchange rate to the aggregate price level.\footnote{See the literature reviews in Rogoff (1996) and Goldberg and Knetter (1997).} Obstfeld (2002, p. 1) argues that the low response of prices to exchange rate changes observed in many empirical studies would “appear to call for a radical rethinking of conventional views on the role of exchange rates in international adjustment”. The results described below show that, consistent with these studies, a 1% currency depreciation leads to a relatively small 0.12% rise in the price of investment goods at the economy-wide level. However, there is substantial industry-level
variation, as in some industries there is no statistically significant effect at all, while in others the impact is approximately three times the magnitude of the aggregate effect. This suggests that the exchange rate may, in fact, be a vehicle for relative price adjustment and resource allocation.

The plan of the paper is as follows. The next section outlines the empirical framework, while Section 3 describes the data and provides a discussion of several estimation issues. Section 4 presents aggregate and sector-level estimates of the impact of exchange rate movements on investment good prices, while Section 5 provides a brief conclusion.

2. The empirical specification

The price of the investment goods used by a firm in industry \( i \) in country \( m \) varies with the domestic currency price of imported investment goods, the price of tradable domestically produced investment goods, and the price of non-tradable domestic investment goods. This is consistent with the observation that investment involves expenditures on both non-traded capital, such as building structures, and tradable capital, such as machinery.\(^{11}\) Following Feenstra (1989), Marston (1990), Knetter (1989) and Goldberg and Knetter (1997), the price of each tradable investment good is taken to be a function of the marginal cost of production denominated in the currency of the importing country. As a result, the estimating equation that describes a change in the price of the investment goods used in industry \( i \), \( \Delta PI_{imt} \), for a panel of \( M \) countries \((m)\) over \( T \) time periods \((t)\) can be written:

\[
\Delta PI_{imt} = \alpha_{i0} + \alpha_{i1} (\Delta e_{mt} + \Delta c^f_t) + \alpha_{i2} \Delta PI^N_{imt} + \alpha_{i3} \Delta c_{mt} + \sum_{t=1}^{T-1} \beta_{it} D_t + \sum_{m=1}^{M-1} \gamma_{im} D_m + v_{imt},
\]

where \( \Delta x_t \) denotes the percentage change in variable \( x \) from time period \( t - 1 \) to \( t \).\(^{12}\) In Eq. (1), \( (\Delta e_{mt} + \Delta c^f_t) \) captures the change in the domestic currency marginal cost of imported investment goods, where \( \Delta e_{mt} \) denotes the percentage change in the exchange rate, defined as the country \( m \) (the importer) currency price of one unit of the foreign (exporter’s) currency, and \( \Delta c^f_t \) denotes the percentage change in the exporter’s marginal cost of investment good production (denominated in the exporter’s currency). The variable \( \Delta c_{mt} \) represents the percentage change in the marginal cost of tradable investment good production in country \( m \), and \( \Delta PI^N_{imt} \) is the percentage change in the price of non-tradable investment goods in county \( m \).\(^{13}\) While the values of the marginal cost and price explanatory variables are the same across industries,

\(^{10}\) Obstfeld (2002) also finds considerable heterogeneity among industrial categories in the response of import prices to exchange rate changes.

\(^{11}\) As a rough indication of the relative importance of tradable and non-tradable investment goods, note that Producer’s Durable Goods, a large proportion of which is likely to be tradable, comprised approximately half (48.3%) of all gross fixed capital formation in the US in 1995. Of this, 77% was Machinery and Equipment, while the remainder was Transport Equipment. These values are similar to those for other OECD countries (see OECD National Accounts, Volume II Detailed Tables, Table 4 for each country).

\(^{12}\) This specification follows other studies where variables are expressed in rate of change or log change form. See, for example, Marston (1990) or Campa and Goldberg (2002).

\(^{13}\) Feenstra (1989) and Marston (1990) propose models in which exporting firm markups affect imported goods prices, and these markups may vary with demand factors such as domestic income and the general price level. When the change in income (measured as real GDP) and the price level (measured as the GDP deflator) were included in the estimating equation, these variables were generally insignificant and their inclusion had only a small effect on the magnitude of the exchange rate parameter estimates.
since industries employ different proportions of imported investment goods (due to indus-
try-specific technology, for example), the impact of these cost and price variables on the price
of investment goods may differ across industries (and, thus, the parameters are indexed by \(i\)).
The dummy variables \(D_t\) and \(D_m\) denote year- and country-specific fixed effects, respectively,
while \(v_{int}\) is a mean zero random error. The country fixed effects account for factors (such as
institutional differences) that are constant over time, but that differ across countries. The time
period fixed effects represent events that are common to all countries in a particular year (such
as a change in the world price of oil or a shock to world demand).

3. The data

Investment price indices, \(PI_{int}\), are constructed for each industry, as well as for an industry
aggregate, using current and constant dollar data on gross fixed capital formation from the
OECD’s *National Accounts, Volume II, Detailed Tables*. Data availability restricted the sample
to 12 OECD countries — Austria, Belgium, Denmark, Finland, France, Greece, Ireland, Italy,
The Netherlands, Norway, Sweden, and the United Kingdom. The investment data are disaggre-
gated into nine major sectors, and the data for several of these nine sectors, such as *Manufacturing*,
are further disaggregated into sub-sectors. In total, investment price indices can be
constructed for 22 sectors — nine major sectors and 13 sub-sectors, as well as for the aggregate
*Total industries*, the total of all industries except for producers of government and non-profit
private services.\(^{14}\)

The data are annual and span the period from 1971 through 1997.\(^{15}\) However, data for all 22
sectors are not available for this entire period, nor are data available for all sectors for all coun-
tries or, when available, for the same time period for all countries. As a result, the sample em-
ployed for each sector is unbalanced, and the particular years and countries included differ
across sectors. Use of an unbalanced sample made considerably more observations available
than would have been the case if a balanced sample had been employed. The average number
of observations available for each of the 22 sectors and sub-sectors is 199.6, although for each
of the nine major sectors there are, on average, 229.1 observations. The average number of ob-
servations per country is 20.1 for the nine major sectors and 19.6 for all 22 sectors and sub-sec-
tors. Appendix A provides information on the number of observations and countries used to
estimate the investment price equation for each sector, the exact sample periods employed
for each industry and country, as well as descriptive statistics. Appendix B provides definitions
and detailed sources for all the data employed.

In order to estimate the investment price equation, Eq. (1), empirical counterparts to the ex-
planatory variables in this equation must be specified. For all the countries in the sample, either
the US or Germany was the largest supplier of machinery and equipment imports.\(^{16}\) These two
countries were the first and second largest source of machinery and equipment for five coun-
tries, and either the first and second or the first and third largest source for 10 of the 12 coun-
tries. No other country played a comparable role as a source of machinery and equipment

---

\(^{14}\) In order to ensure the availability of a large number of observations, it was decided a priori to use data only for those
sectors for which data were available for at least eight countries. On average, data on 10.2 countries were available for
each of the 22 sectors, with data available for 11.4 countries, on average, for the nine major sectors.

\(^{15}\) The sample ends in 1997 because of a change in the OECD’s data collection methodology in that year.

\(^{16}\) See the US dollar value of Machinery and equipment imports, by country, from the OECD’s *Bilateral Trade Data-
base* for 1993 (the approximate midpoint of the sample period).
imports for the 12 countries in the sample. For these reasons, the exchange rate—marginal cost variable \( (\Delta e_{mt} + \Delta c^f_t) \) is proxied by a trade weighted average of US and German data.\(^{17}\)

Since the largest component of firm costs is typically wage costs, the percentage change in the marginal cost of foreign investment good production, \( \Delta c^f_t \), is represented by the percentage change in the manufacturing wage in the foreign country (a weighted average of the US and Germany).\(^{18}\) Similarly, the percentage change in the marginal cost of domestically produced investment goods, \( \Delta c_{mt} \), is represented by the rate of change in the domestic manufacturing wage. The percentage change in the price of non-traded investment goods, \( \Delta P^N_{mt} \), is proxied by the percentage change in the price index of domestic non-residential construction.

4. Empirical results

Table 1 reports aggregate and industry-level estimates of the investment price equation, Eq. (1). The coefficient estimates associated with the change in the exchange rate are significantly different from zero in 17 of 22 sectors as well as in the aggregate of all industries (Total industries) and are positive, as expected (when significantly different from zero). These results imply that a currency depreciation (appreciation) leads to a statistically significant increase (decrease) in the prices of the investment goods used by most sectors even after controlling for domestic cost effects and country and time period fixed effects. The coefficient estimates for the other explanatory variables are consistent with expectations — the estimated coefficients associated with the price of non-traded investment goods and the domestic marginal cost variable are positive in all cases. As will be discussed more fully in the next sub-section, the estimates appear to be robust, are not rejected by several specification tests, and explain a large proportion of the variation in the price of investment goods.

The exchange rate coefficient estimates reported in Table 1 are quite diverse in terms of magnitude. For example, the estimated exchange rate coefficients for the Transport, storage and communications industry (0.3151) and Manufacturing (0.2922) are two and a half times as great as the Total industries coefficient (0.1225). The first column of Table 2 presents the predicted impact on the price of investment goods of a 10% depreciation (using the estimates of Table 1), with the industries ordered according to the magnitude of the exchange rate effect, from largest to smallest. Of the nine major industries, movements in the exchange rate have the largest effect on the price of investment goods in the Transport, storage and communication sector. A 10% depreciation of the domestic currency leads to a predicted rise in the price of investment goods purchased by this sector of 3.15%. Statistically significant coefficient estimates in the range of 3% are relatively large, given that many studies find little or no impact of exchange rate changes on aggregate prices, while studies that examine only import good prices find that a 10% currency depreciation typically leads to a 3–8% price rise.\(^{19}\) Since the values in Table 2 give the impact of an exchange rate change on the price of all the investment

\(^{17}\) Since data for the US and Germany are used to construct the variable \( (\Delta e_{mt} + \Delta c^f_t) \), these two countries cannot be included in the panel of countries for which the investment price equation is estimated.

\(^{18}\) To investigate the robustness of the results, the percentage change in the foreign currency price of the investment goods used in sector \( i \) of the foreign country was also used as a proxy for the change in foreign marginal cost, \( \Delta c^f_i \). The use of this alternative proxy had almost no impact on the results. This is, perhaps, not surprising given that much of the variation in the variable \( (\Delta e_{mt} + \Delta c^f_t) \) is due to changes in the exchange rate.

\(^{19}\) See Mann (1986), Marston (1990), Feenstra (1989), and Campa and Goldberg (2002), as well as the literature reviewed in Goldberg and Knetter (1997).
Table 1
Estimates of the industry-level investment price equation

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>Δc + Δc ( ^{\dagger} )</th>
<th>ΔPit ( ^{\dagger} )</th>
<th>Δc</th>
<th>( R^2 )</th>
<th>AR1 test (^a)</th>
<th>Reset test (^b)</th>
<th>Test of parameter constancy (^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( )</td>
<td>( )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total industries</td>
<td>0.1225*</td>
<td>0.5037*</td>
<td>0.1619*</td>
<td>0.928</td>
<td>0.12</td>
<td>0.48</td>
<td>40.04 (11)</td>
</tr>
<tr>
<td>1 Agriculture, hunting forestry and fishing</td>
<td>0.2178*</td>
<td>0.4026*</td>
<td>0.1483</td>
<td>0.771</td>
<td>0.95</td>
<td>0.95</td>
<td>13.98 (11)</td>
</tr>
<tr>
<td>2 Mining and quarrying</td>
<td>0.2619*</td>
<td>0.4268*</td>
<td>0.1538</td>
<td>0.676</td>
<td>0.01</td>
<td>1.63</td>
<td>2.91 (9)</td>
</tr>
<tr>
<td>3 Manufacturing</td>
<td>0.2922*</td>
<td>0.3097*</td>
<td>0.1385</td>
<td>0.848</td>
<td>0.35</td>
<td>2.53</td>
<td>11.75 (11)</td>
</tr>
<tr>
<td>3.1 Food, beverages and tobacco</td>
<td>0.2207*</td>
<td>0.3262*</td>
<td>0.2567*</td>
<td>0.819</td>
<td>0.36</td>
<td>2.57</td>
<td>12.98 (9)</td>
</tr>
<tr>
<td>3.2 Textile, wearing apparel and leather industries</td>
<td>0.3431*</td>
<td>0.2040*</td>
<td>0.3497*</td>
<td>0.706</td>
<td>0.07</td>
<td>2.20</td>
<td>5.72 (9)</td>
</tr>
<tr>
<td>3.3 Wood, and wood products, including furniture</td>
<td>0.2657*</td>
<td>0.2813*</td>
<td>0.2128</td>
<td>0.712</td>
<td>1.81</td>
<td>0.05</td>
<td>2.32 (7)</td>
</tr>
<tr>
<td>3.4 Paper and paper products, printing and publishing</td>
<td>0.1474</td>
<td>0.2748</td>
<td>0.0310</td>
<td>0.164</td>
<td>2.52</td>
<td>2.46</td>
<td>8.32 (8)</td>
</tr>
<tr>
<td>3.5 Chemicals and chemical petroleum coal, rubber and plastic products</td>
<td>0.2551*</td>
<td>0.3100*</td>
<td>0.1021</td>
<td>0.683</td>
<td>0.79</td>
<td>1.19</td>
<td>9.21 (8)</td>
</tr>
<tr>
<td>3.6 Non-metallic mineral products except products of petroleum and coal</td>
<td>0.2472*</td>
<td>0.0775</td>
<td>0.4442</td>
<td>0.536</td>
<td>0.64</td>
<td>2.54</td>
<td>7.69 (8)</td>
</tr>
<tr>
<td>3.7 Basic metal industries</td>
<td>0.3346*</td>
<td>0.3131*</td>
<td>0.1749</td>
<td>0.750</td>
<td>0.18</td>
<td>2.25</td>
<td>13.05 (9)</td>
</tr>
<tr>
<td>3.8 Fabricated metal products, machinery and equipment</td>
<td>0.2714*</td>
<td>0.2757*</td>
<td>0.2061*</td>
<td>0.844</td>
<td>0.06</td>
<td>2.47</td>
<td>7.89 (9)</td>
</tr>
<tr>
<td>4 Electricity, gas and water</td>
<td>0.2020*</td>
<td>0.4857*</td>
<td>0.1158</td>
<td>0.824</td>
<td>1.59</td>
<td>0.99</td>
<td>16.32 (11)</td>
</tr>
<tr>
<td>5 Construction</td>
<td>0.1859*</td>
<td>0.2884*</td>
<td>0.2212*</td>
<td>0.716</td>
<td>0.41</td>
<td>2.79</td>
<td>9.92 (10)</td>
</tr>
<tr>
<td>6 Wholesale and retail trade, restaurants and hotels</td>
<td>0.2005*</td>
<td>0.5159*</td>
<td>0.1595</td>
<td>0.698</td>
<td>0.06</td>
<td>1.89</td>
<td>20.56 (10)</td>
</tr>
<tr>
<td>6.1 Wholesale and retail trade</td>
<td>0.2349*</td>
<td>0.4795*</td>
<td>0.1579</td>
<td>0.670</td>
<td>0.02</td>
<td>1.86</td>
<td>14.86 (9)</td>
</tr>
<tr>
<td>6.2 Restaurants and hotels</td>
<td>0.1231</td>
<td>0.5765*</td>
<td>0.1131</td>
<td>0.549</td>
<td>0.69</td>
<td>1.46</td>
<td>9.34 (7)</td>
</tr>
<tr>
<td>7 Transport, storage and communication</td>
<td>0.3151*</td>
<td>0.3850*</td>
<td>0.2089</td>
<td>0.337</td>
<td>0.46</td>
<td>1.51</td>
<td>13.00 (11)</td>
</tr>
<tr>
<td>7.1 Transport and storage</td>
<td>0.3542*</td>
<td>0.1948</td>
<td>0.3827*</td>
<td>0.654</td>
<td>0.39</td>
<td>0.51</td>
<td>4.99 (9)</td>
</tr>
<tr>
<td>7.2 Communication</td>
<td>0.2935*</td>
<td>0.3901*</td>
<td>0.2402*</td>
<td>0.744</td>
<td>0.52</td>
<td>1.80</td>
<td>8.81 (9)</td>
</tr>
</tbody>
</table>

(continued on next page)
goods used by an industry, the impact on the price of imported investment goods is likely to be larger.

One explanation for the greater sensitivity of investment good prices to exchange rate changes in some industries rather than others is that these industries are relatively large users of tradable capital. As a general indication of which industries are larger users of tradable capital, column two of Table 2 presents data on investment good imports as a share of investment by sector for The Netherlands, a country that appears to be representative of the other countries in the sample in terms of investment good imports. The two major sectors with the largest estimated exchange rate pass-through, *Transport, storage and communication* and *Manufacturing*, have the largest and third largest proportions of imported investment goods, 51.0 and 47.7%, respectively.20 Across all sectors, the simple correlation coefficient between the estimated exchange rate pass-through coefficients and the share of capital that is imported is 0.87. Hence, the relatively large estimated coefficients associated with the exchange rate in these sectors

---

**Table 1 (continued)**

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>( \Delta \varepsilon ) + ( \Delta c^I )</th>
<th>( \Delta PI^N )</th>
<th>( \Delta c )</th>
<th>( R^2 )</th>
<th>AR1 test(^a)</th>
<th>Reset test(^b)</th>
<th>Test of parameter constancy(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 <strong>Finance, insurance, real estate and business services</strong></td>
<td>0.0242 ( (0.49) )</td>
<td>0.6726* ( (8.35) )</td>
<td>0.1277 ( (1.79) )</td>
<td>0.842</td>
<td>0.18</td>
<td>0.06</td>
<td>36.75 ( (11)^6 )</td>
</tr>
<tr>
<td>8.1 <strong>Real estate and business services</strong></td>
<td>–0.0345 ( (0.53) )</td>
<td>0.6630* ( (7.16) )</td>
<td>0.1204 ( (1.38) )</td>
<td>0.781</td>
<td>2.16(^d)</td>
<td>0.05</td>
<td>22.19 ( (8)^e )</td>
</tr>
<tr>
<td>9 <strong>Community, social and personal services</strong></td>
<td>0.1253 ( (1.89) )</td>
<td>0.5697* ( (4.57) )</td>
<td>0.0997 ( (1.01) )</td>
<td>0.531</td>
<td>1.33</td>
<td>0.15</td>
<td>10.33 ( (10) )</td>
</tr>
</tbody>
</table>

Dependent variable: percentage change in industry \( i \) investment price index \( (\Delta PI_i) \). The 23 estimated equations also included a constant, country dummy variables and year dummy variables. The number in brackets under each coefficient estimate is the absolute value of the \( t \)-statistic. All \( t \)-statistics, test statistics and standard errors were calculated using a variance–covariance matrix that has been corrected for heteroscedasticity of unknown form using method HC\(_3\) of Davidson and MacKinnon (1993, 554). This divides the vector of squared residuals in the usual White heteroscedasticity correction by \( (1-h)^2 \) where \( h \) is a vector of the diagonal elements of \( X'X \) \( X^0 \) and \( X \) is the matrix of data on the explanatory variables. MacKinnon and White (1985) provide Monte Carlo evidence comparing different types of heteroscedasticity corrections.

\*The estimated coefficient is significant using a 95% confidence level.

\( ^a \) **AR1 Test** — A \( t \)-test of the significance of the estimated lagged residual in a regression of the residuals on the lagged residuals and the explanatory variables. See Davidson and MacKinnon (1993, 358). The null hypothesis is no serial correlation.

\( ^b \) **Reset Test** — A \( t \)-test of the significance of the squared predicted value when it is included as an explanatory variable in the estimating equation. The null hypothesis is no model misspecification.

\( ^c \) **Test for exchange rate parameter constancy** — A Wald test that the coefficient on the exchange rate variable \( (\Delta \varepsilon + \Delta c^I) \) is not significantly different across the countries in the sample. Distributed as a \( \chi^2 \) statistic with degrees of freedom given in brackets. The null hypothesis is parameter constancy.

\( ^d \) Cannot reject the null hypothesis at 99%, but reject at 95%.

\( ^e \) Reject the null hypothesis at 99%.

---

20 There exists only spotty data on imports of investment goods by industry across countries and over time. The *OECD Input–Output Database*, the source for column two of Table 2, includes only a small number of years of data for a subset of the countries in our sample (France, Italy, the Netherlands, and the UK). The industries *Transport, storage and communication* and *Manufacturing* are ranked within the top four users of imported capital (of the nine major sectors) in all these countries (using the most recent year of data available). Thus, the Netherlands data appear to be representative.
could, at least partly, be the result of these sectors being relatively large users of imported capital.

Within manufacturing, the exchange rate generally has a somewhat larger impact on the prices of the investment goods in sectors that are identified by the OECD as producers of “high-technology” or “medium-high-technology” products.\(^\text{21}\) This may be because these sectors use more machinery and equipment, particularly specialized machinery, and this type of machinery is more likely to be tradable. In two of these industries, fabricated metal products, machinery and equipment and chemicals and chemical petroleum, coal, rubber and plastic products, a 1% currency depreciation is predicted to cause an increase in the investment good price of 0.2714 and 0.2551%, respectively. In contrast, in the “low-technology” paper and paper products, fabricating, wood, and wood products, including furniture, chemicals and chemical petroleum, coal, rubber and plastic products, and non-metallic mineral products except products of petroleum and coal, currency devaluation effects are much lower.

---

\(^\text{21}\) According to the OECD’s classification, all products classified as “High-technology” and “Medium-high-technology” are produced in the sectors Fabricated metal products, machinery and equipment or Chemicals and chemical petroleum, coal, rubber and plastic products. See Table 1 of Hatzichronoglou (1997).

---

Table 2
Impact of a 10% depreciation on the price of investment goods used by each sector

<table>
<thead>
<tr>
<th>Sector</th>
<th>Model of Table 1</th>
<th>Percent of investment goods imported(^a)</th>
<th>Currency valuation effects — Table 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transport and storage</td>
<td>3.54* (1)</td>
<td>52.3</td>
<td>3.74* (2)</td>
</tr>
<tr>
<td>Textile, wearing apparel and leather industries</td>
<td>3.43* (2)</td>
<td>48.0</td>
<td>3.79* (1)</td>
</tr>
<tr>
<td>Basic metal industries</td>
<td>3.35* (3)</td>
<td>49.5</td>
<td>3.24* (3)</td>
</tr>
<tr>
<td>Transport, storage and communication</td>
<td>3.15* (4)</td>
<td>51.0</td>
<td>2.81* (8)</td>
</tr>
<tr>
<td>Communication</td>
<td>2.94* (5)</td>
<td>46.6</td>
<td>3.14* (4)</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>2.92* (6)</td>
<td>47.7</td>
<td>3.08* (5)</td>
</tr>
<tr>
<td>Fabricated metal products, machinery and equipment</td>
<td>2.71* (7)</td>
<td>47.4</td>
<td>2.84* (7)</td>
</tr>
<tr>
<td>Wood, and wood products, including furniture</td>
<td>2.66* (8)</td>
<td>41.6</td>
<td>2.86* (6)</td>
</tr>
<tr>
<td>Mining and quarrying</td>
<td>2.62* (9)</td>
<td>44.9</td>
<td>2.57* (12)</td>
</tr>
<tr>
<td>Chemicals and chemical petroleum, coal, rubber and plastic products</td>
<td>2.55* (10)</td>
<td>48.5</td>
<td>2.71* (9)</td>
</tr>
<tr>
<td>Non-metallic mineral products except products of petroleum and coal</td>
<td>2.47* (11)</td>
<td>47.3</td>
<td>2.69* (10)</td>
</tr>
<tr>
<td>Wholesale and retail trade</td>
<td>2.35* (12)</td>
<td>42.8</td>
<td>2.57* (11)</td>
</tr>
<tr>
<td>Food, beverages and tobacco</td>
<td>2.21* (13)</td>
<td>45.9</td>
<td>2.56* (13)</td>
</tr>
<tr>
<td>Agriculture, hunting, forestry and fishing</td>
<td>2.18* (14)</td>
<td>34.6</td>
<td>2.16* (16)</td>
</tr>
<tr>
<td>Electricity, gas and water</td>
<td>2.02* (15)</td>
<td>39.3</td>
<td>2.13* (17)</td>
</tr>
<tr>
<td>Wholesale and retail trade, restaurants and hotels</td>
<td>2.01* (16)</td>
<td>41.4</td>
<td>2.22* (14)</td>
</tr>
<tr>
<td>Construction</td>
<td>1.86* (17)</td>
<td>50.3</td>
<td>2.19* (15)</td>
</tr>
<tr>
<td>Paper and paper products, printing and publishing</td>
<td>1.47 (18)</td>
<td>48.6</td>
<td>1.69 (18)</td>
</tr>
<tr>
<td>Community, social and personal services</td>
<td>1.25 (19)</td>
<td>29.0</td>
<td>1.54* (20)</td>
</tr>
<tr>
<td>Total Industries</td>
<td>1.23* (20)</td>
<td>28.9</td>
<td>1.45* (21)</td>
</tr>
<tr>
<td>Restaurants and hotels</td>
<td>1.23 (21)</td>
<td>28.3</td>
<td>1.57* (19)</td>
</tr>
<tr>
<td>Finance, insurance, real estate and business services</td>
<td>0.24 (22)</td>
<td>2.3</td>
<td>0.64 (22)</td>
</tr>
<tr>
<td>Real estate and business services</td>
<td>−0.35 (23)</td>
<td>1.5</td>
<td>0.21 (23)</td>
</tr>
</tbody>
</table>

Major industries and Total industries are indicated in italics. Sectors are ordered from largest to smallest effect using the Table 1 column one results. The rankings, by size of impact for each column, are given in brackets.

\(^a\) The underlying coefficient is significant at the 95% confidence level.

\(^{a}\) Imports of investment goods as a share of total investment for the Netherlands Source: OECD Input—Output Database, 1986.
printing and publishing manufacturing industry, the estimated exchange rate coefficient is small and insignificantly different from zero.

In the industries that primarily produce services, exchange rate changes have a relatively small effect on the price of investment goods. For two of these industries, Finance, insurance, real estate and business services and Community, social and personal services, the impact of exchange rate changes on the price of investment goods is insignificantly different from zero. As well, exchange rate changes have an insignificant impact on the price of investment goods used by the sub-sector Restaurants and hotels. The small impact of the exchange rate on the price of investment goods used by service industries is not unexpected since a large share of investment in these sectors takes the form of non-tradable structures. Column two of Table 2 shows that Finance, insurance, real estate and business services and Community, social and personal services have the lowest share of capital imports of the nine major sectors (2.3 and 29.0%, respectively).\textsuperscript{22} The relatively large weights of these two sectors in total investment (34.1 and 9.8%, respectively) may explain why the estimated exchange rate parameter for Total industries is fairly small (0.1225).

The magnitudes of the estimates presented above suggest that currency valuation changes may have an important impact on investment and output. Table 2 shows that a 10% currency depreciation leads to a 2.5–3.5% rise in the prices of the investment goods used by many sectors. To put this result in perspective, Jones (1994) finds that a decrease in the relative price of machinery caused by a 10% tax credit raises the annual growth rate of output in the US by 0.1–0.2 percentage points. Since our findings suggest the industries most strongly affected by a currency movement tend to produce relatively more high-technology products and their goods are used as inputs by other sectors, the impact on output could be larger.

\section*{4.1. Tests of specification and robustness}

As shown in Table 1, the model explains a large proportion of the variation in the changes in the industry-level investment price indices and the model is not rejected in most cases by a Reset test or a test for serial correlation. For most sectors, it is also not possible to reject the restriction that the parameter associated with the exchange rate variable \((\Delta e_{mt} + \Delta c_{it})\) is the same across countries.\textsuperscript{23} Further, a test of the restriction that \(\Delta e_{mt} \text{ and } \Delta c_{it}\) have the same impact on investment good prices, implied by the use of the sum \((\Delta e_{mt} + \Delta c_{it})\), is not rejected at 95% for any sector. Finally, since \((\Delta e_{mt} + \Delta c_{it})\) is a weighted average of data for Germany and the US, a test was conducted of the hypothesis that the data for these two countries have the same impact on the price of investment goods. This hypothesis could not be rejected at the 95% confidence level in all but one sector, and in all sectors at 99%.

\begin{itemize}
\item As expected, the industries that are shown in column two of Table 2 to employ less imported capital tend to exhibit a relatively large and significant response of investment good prices to changes in the price of non-traded investment goods, PI\textsuperscript{2}, as well as a small response to exchange rate changes. For example, of the nine major sectors, Community, social and personal services and Finance, insurance, real estate and business services have the largest coefficients in Table 1 associated with changes in the price of non-traded investment goods.
\item As a further test of the robustness and stability of the coefficient estimates, Eq. (1) was re-estimated for each sector with each country sequentially removed from the sample. This process yielded 237 estimates of the coefficient associated with the exchange rate variable, \((\Delta e_{mt} + \Delta c_{it})\). The estimates of this coefficient were less than one standard error from the corresponding coefficients reported in Table 1 in 230 of 237 cases, and in the remaining seven cases the estimates differed by less than two standard errors.
\end{itemize}
Tests of the dynamic properties of the model show that there is no role for lagged variables. Given the data are annual, this result is consistent with the results of previous studies that examine how exchange rate changes affect import prices. For example, Marston (1990) finds adjustment generally takes 1–3 months, while Campa and Goldberg (2002) and Goldfajn and Werlang (2000) find that complete adjustment takes place in four quarters.

To assess the robustness of the results, several alternative specifications of the estimating equation were considered. Using a procedure similar to Goldfajn and Werlang (2000) and Goldfajn and Gupta (2003), we test whether the impact of exchange rate changes on prices is larger the more undervalued is a currency. We generalize the model to allow the effect of the exchange rate on investment good prices to differ between periods of exchange rate undervaluation and overvaluation through the interaction of the exchange rate variable \((\Delta e_{mt} + \Delta e_{ct})\) with a misalignment variable, \(V\), defined as the ratio of the exchange rate to the purchasing power parity exchange rate.

Table 3 reports estimates that incorporate the exchange rate variable interacted with the misalignment variable, \(V(\Delta e_{mt} + \Delta e_{ct})\), but exclude the non-interactive exchange rate variable \((\Delta e_{mt} + \Delta e_{ct})\) since the latter is almost always insignificant once the interaction term is included. With this specification, the interaction variable is significant in 19 sectors as well as in total industries. The positive coefficient on this variable implies that a rise in the exchange rate (a domestic currency depreciation) is passed on into the domestic price of investment goods to a greater extent the more undervalued is a currency (consistent with the findings of Goldfajn and Werlang, 2000 and Goldfajn and Gupta, 2003).

The estimates of the coefficients associated with the exchange rate misalignment interaction variable given in Table 3 are not directly comparable to the estimated exchange rate coefficients of Table 1 because, in the model of Table 3, the exchange rate effect depends on \(V\) which varies across observations. To facilitate a comparison, the third column of Table 2 reports simulations of the impact on the price of investment goods of a 10% depreciation using the coefficient estimates from Table 3. As is clear from comparing the pass-through estimates presented in columns one and three of Table 2, while the exchange rate misalignment interaction variable is statistically significant, the specification of Table 3 causes only a modest alteration in the impact of a change in the exchange rate on the prices of investment goods. As well, the simple correlation coefficients between the simulated effects for the two models, and the rankings of these effects, are both above 0.97. Hence, when interpreting the pass-through coefficients, the amount of misalignment does not matter. Further, when the exchange rate variable was split between periods of appreciation and depreciation, the estimated coefficients for the two periods were insignificantly different.

A number of studies have suggested that the extent to which changes in the exchange rate are passed on to domestic prices may vary with country or time varying factors. With respect to country factors, some have argued that changes in exchange rates may have a larger impact on prices in countries that are more import dependent, or in smaller countries that may be more reliant on capital imports. Neither of these factors are found to be important. With respect to

---

24 When the investment price equation is re-estimated with a lagged dependent variable, in 20 of 23 cases the lagged dependent variable is insignificant using a 95% confidence level (while it is insignificant in all but one sector at 99%). If the lagged values of all the explanatory variables are added to the estimating equation, these lagged variables are not jointly significant in any industry at the 99% confidence level (and are significant at 95% in only two cases).

25 Further, when the exchange rate variable was split between periods of appreciation and depreciation, the estimated coefficients for the two periods were insignificantly different.

26 The estimates of the remaining more general specifications of the model are not reported to conserve space, but are available from the authors.
Table 3
Estimates of the industry-level investment price equation with a currency valuation effect

<table>
<thead>
<tr>
<th>Explanatory Variables</th>
<th>$V(\Delta e + \Delta c)$</th>
<th>$\Delta P^N$</th>
<th>$\Delta c$</th>
<th>$\bar{R}^2$</th>
<th>AR1 Reset Test</th>
<th>Test of parameter constancy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total Industries</strong></td>
<td>0.1132* (4.97)</td>
<td>0.4903* (12.04)</td>
<td>0.1581* (3.38)</td>
<td>0.932 0.29 0.33</td>
<td>43.01 (11)</td>
<td></td>
</tr>
<tr>
<td>1 Agriculture, hunting, forestry and fishing</td>
<td>0.1689* (3.37)</td>
<td>0.3840* (4.29)</td>
<td>0.1438 (1.57)</td>
<td>0.772 1.02 0.74</td>
<td>10.57 (11)</td>
<td></td>
</tr>
<tr>
<td>2 Mining and quarrying</td>
<td>0.2115* (3.14)</td>
<td>0.4027* (3.02)</td>
<td>0.1698 (1.35)</td>
<td>0.673 0.05 1.71</td>
<td>3.33 (9)</td>
<td></td>
</tr>
<tr>
<td>3 Manufacturing</td>
<td>0.2404* (7.68)</td>
<td>0.2823* (5.50)</td>
<td>0.1328 (1.86)</td>
<td>0.858 0.51 1.95</td>
<td>9.30 (11)</td>
<td></td>
</tr>
<tr>
<td>3.1 Food, beverages and tobacco</td>
<td>0.2078* (5.48)</td>
<td>0.3155* (4.51)</td>
<td>0.2238* (2.50)</td>
<td>0.834 0.08 2.06</td>
<td>11.41 (9)</td>
<td></td>
</tr>
<tr>
<td>3.2 Textile, wearing apparel and leather industries</td>
<td>0.3067* (4.51)</td>
<td>0.1861 (1.94)</td>
<td>0.3044* (2.43)</td>
<td>0.728 0.15 1.10</td>
<td>6.13 (9)</td>
<td></td>
</tr>
<tr>
<td>3.3 Wood, and wood products, including furniture</td>
<td>0.2547* (3.84)</td>
<td>0.2860* (3.14)</td>
<td>0.2041 (1.36)</td>
<td>0.711 1.99</td>
<td>0.03 4.72 (7)</td>
<td></td>
</tr>
<tr>
<td>3.4 Paper and paper products, printing and publishing</td>
<td>0.1434 (1.36)</td>
<td>0.2675 (1.55)</td>
<td>0.0420 (0.10)</td>
<td>0.167 2.53</td>
<td>2.38 6.58 (8)</td>
<td></td>
</tr>
<tr>
<td>3.5 Chemicals and chemical petroleum coal, rubber and plastic products</td>
<td>0.2375* (3.38)</td>
<td>0.3091* (3.45)</td>
<td>0.0994 (0.59)</td>
<td>0.681 0.82</td>
<td>1.17 9.12 (8)</td>
<td></td>
</tr>
<tr>
<td>3.6 Non-metallic mineral products except products of petroleum and coal</td>
<td>0.2130* (3.89)</td>
<td>0.0625 (0.27)</td>
<td>0.3983 (1.74)</td>
<td>0.543 0.76</td>
<td>1.93 6.32 (8)</td>
<td></td>
</tr>
<tr>
<td>3.7 Basic metal industries</td>
<td>0.2637* (4.58)</td>
<td>0.2893* (2.81)</td>
<td>0.1422 (1.00)</td>
<td>0.750 0.38</td>
<td>1.56 19.37 (9)</td>
<td></td>
</tr>
<tr>
<td>3.8 Fabricated metal products, machinery and equipment</td>
<td>0.2308* (6.11)</td>
<td>0.2602* (4.00)</td>
<td>0.1730* (2.04)</td>
<td>0.852 0.11</td>
<td>1.45 8.02 (9)</td>
<td></td>
</tr>
<tr>
<td>4 Electricity, gas and water</td>
<td>0.1688* (3.11)</td>
<td>0.4645* (3.39)</td>
<td>0.1084 (0.85)</td>
<td>0.828 1.52</td>
<td>0.87 16.43 (11)</td>
<td></td>
</tr>
<tr>
<td>5 Construction</td>
<td>0.1776* (4.17)</td>
<td>0.2800* (3.25)</td>
<td>0.1965 (1.70)</td>
<td>0.724 0.17</td>
<td>1.96 7.27 (10)</td>
<td></td>
</tr>
<tr>
<td>6 Wholesale and retail trade, restaurants and hotels</td>
<td>0.1811* (5.60)</td>
<td>0.5082* (6.78)</td>
<td>0.1357 (1.58)</td>
<td>0.704 0.05</td>
<td>1.56 18.32 (10)</td>
<td></td>
</tr>
<tr>
<td>6.1 Wholesale and retail trade</td>
<td>0.2083* (5.66)</td>
<td>0.4682* (5.07)</td>
<td>0.1255 (1.20)</td>
<td>0.678 0.03</td>
<td>1.44 12.16 (9)</td>
<td></td>
</tr>
<tr>
<td>6.2 Restaurants and hotels</td>
<td>0.1252* (2.34)</td>
<td>0.5768* (5.75)</td>
<td>0.0857 (0.77)</td>
<td>0.553 0.68</td>
<td>1.38 7.84 (7)</td>
<td></td>
</tr>
<tr>
<td>7 Transport, storage and communication</td>
<td>0.2194* (2.83)</td>
<td>0.3625* (3.87)</td>
<td>0.2028 (0.58)</td>
<td>0.333 0.45</td>
<td>1.38 17.14 (11)</td>
<td></td>
</tr>
<tr>
<td>7.1 Transport and storage</td>
<td>0.2836* (2.98)</td>
<td>0.1602 (1.26)</td>
<td>0.3580* (2.69)</td>
<td>0.663 0.41</td>
<td>0.93 4.82 (9)</td>
<td></td>
</tr>
<tr>
<td>7.2 Communication</td>
<td>0.2381* (5.38)</td>
<td>0.3607* (3.08)</td>
<td>0.2199* (2.04)</td>
<td>0.752 0.36</td>
<td>1.41 7.74 (9)</td>
<td></td>
</tr>
<tr>
<td>8 Finance, insurance, real estate and business services</td>
<td>0.0499 (1.50)</td>
<td>0.6656* (8.27)</td>
<td>0.1259 (1.81)</td>
<td>0.844 0.16</td>
<td>0.04 32.65 (11)</td>
<td></td>
</tr>
</tbody>
</table>
dating issues, Taylor (2000) suggests that the speed at which exchange rate changes are passed through into prices may have declined as the level of inflation fell in the mid-1980s. Gagnon and Ihrig (2001) and Campa and Goldberg (2002) empirically find some evidence of a decline in pass-through in the 1990s for consumer prices and import prices; however, we do not find similar support for investment good prices.

Campa and Goldberg (2002) find that the volatility of the exchange rate affects the rate at which firms pass exchange rate changes through into prices. However, volatility (measured, following Campa and Goldberg, 1995 as the quarterly standard deviation of the percentage change in the exchange rate for the previous three years) does not appear to be important here.

5. Concluding comments

The estimates reported above indicate that, for the Total industries aggregate and in 17 of the 22 sectors and sub-sectors examined, a currency depreciation leads to a significant rise in the price of investment goods even after controlling for movements in non-traded investment good prices, foreign and domestic production cost factors, country fixed effects and time period fixed effects. These estimates are not rejected by several specification tests and are robust to several generalizations of the model. The estimated magnitude of the impact of the exchange rate on the price of investment goods differs significantly across industries. To the extent that monetary and fiscal policies alter the exchange rate, such policies will affect the price of investment goods in some industries more than in others. This may affect the level and distribution of investment across sectors and, ultimately, may affect output and productivity growth.

Several generalizations of the model provide little evidence that the effect of exchange rate movements on the price of investment goods is asymmetric, dependent on country size or openness, different between periods of higher and lower inflation, or sensitive to the volatility of the exchange rate. There is some evidence, however, that the domestic price of investment goods is more responsive to exchange rate changes the more undervalued is the currency on a purchasing power parity basis. However, the simulated impact on investment good prices of a change in the exchange rate is quite similar whether or not this effect is taken into account.

The results of the analysis undertaken here indicate that movements in the exchange rate have a larger impact on the prices of the investment goods purchased by industries that import more capital, are less service-oriented and produce more high-technology products. As well, some of the industries that are most strongly affected by exchange rate movements, such as Transport, storage and communication and Manufacturing, produce goods and services that are used as inputs by other industries. This, in addition to the typically larger impact on

<table>
<thead>
<tr>
<th>Table 3 (continued)</th>
<th>Explanatory Variables</th>
<th>$V(\Delta e + \Delta c^{-1})$</th>
<th>$\Delta P^I_1$</th>
<th>$\Delta c$</th>
<th>$R^2$</th>
<th>AR1 test</th>
<th>Reset test</th>
<th>Test of parameter constancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.1 Real estate and business services</td>
<td>0.0166 (0.33)</td>
<td>0.6591* (7.16)</td>
<td>0.1296 (1.51)</td>
<td>0.781</td>
<td>2.13d</td>
<td>0.09</td>
<td>20.13 (8)</td>
<td></td>
</tr>
<tr>
<td>9 Community, social and personal services</td>
<td>0.1238* (2.26)</td>
<td>0.5542* (4.50)</td>
<td>0.1130 (1.16)</td>
<td>0.535</td>
<td>1.38</td>
<td>0.30</td>
<td>8.88 (10)</td>
<td></td>
</tr>
</tbody>
</table>

See notes to Table 1.
high-technology sectors, suggests that a currency depreciation that raises the price of imported machinery and equipment may have negative repercussions for future economic growth.
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Appendix A. Descriptive statistics and sample periods for each industry and country

A1. Investment goods price: sample periods and descriptive statistics


Note: The following abbreviations have been used. Nobs: number of observations. Mean, Min., Max., SD indicate the mean value, minimum value, maximum value and the standard deviation, respectively, of the percentage change in the Investment Goods Price (PI) for the indicated industry sample. For the Other Variables, since the exchange rate and price data are the same for all industries in each country, and so vary only due to the different sample periods used for each industry, the mean, minimum value and maximum value are reported for only the aggregate Total industries sample.


A2. Other variables: descriptive statistics

Rate of change in the exchange rate (\(\Delta e\)): Nobs: 254. Mean: 0.0359. Min.: −0.0886. Max.: 0.3122. SD: 0.0654.

Rate of change in the exchange rate—depreciations: Nobs: 176. Mean: 0.0616. Min.: 0.0005. Max.: 0.3122. SD: 0.0617.

Rate of change in the exchange rate—appreciations: Nobs: 78. Mean: −0.0222. Min.: −0.0886. Max.: −0.0202. SD: 0.0219.

\((\Delta e + \Delta c_f)\): Nobs: 254. Mean: 0.0875. Min.: −0.0543. Max.: 0.3457. SD: 0.0715.
Appendix B. Data sources

$\Delta c =$ percentage change in the marginal cost of producing domestic tradable investment goods: Proxied by the percentage change in the manufacturing wage. Source: OECD, *Historical Statistics*, cd-rom, except for Denmark, 1971, 1974; Finland, 1978; Greece, 1976; and the UK, 1976; for which the source is the IMF *International Financial Statistics*, Yearbook, 1978. ($\Delta e + \Delta c^f$) = percentage change of the exchange rate-marginal cost variable: Specifically: ($\Delta e_{mt} + \Delta c^f_{mt}$) = $\delta_m^{US}(\Delta e_{m}^{US} + \Delta c^G_{m}) + \delta_m^{G}(\Delta e_{m}^{G} + \Delta c^G_{m})$. Here $\Delta e_m^{US}$ and $\Delta e_m^{G}$ are the percentage changes in the yearly average country $m$ currency price of one US dollar and one German mark, respectively. (Therefore, $\Delta e_{mt}^{US} = (e_{mt}^{US} - e_{mt-1}^{US})/e_{mt-1}^{US}$) Source: OECD *STAN Database 1998* except for the data for 1969 (required to construct the lagged change) which is from the IMF *International Financial Statistics*, Yearbook, 1978, and except for the data for Ireland. The nominal exchange rate for Ireland is from the IMF *International Financial Statistics* cd-rom (series 178..RH.Z). The variables $\Delta c^{US}$ and $\Delta c^{G}$ represent the percentage change in the marginal cost of imported investment goods from the US and Germany, respectively. This variable is proxied by the percentage change in the US and German manufacturing wage. Source: OECD, *Historical Statistics*, cd-rom. (As an alternative proxy, the change in marginal cost was measured as the weighted average of the percentage change in the price of investment goods used in sector $i$ in Germany and the US. This price was calculated by taking the ratio of nominal to constant dollar gross fixed capital formation (gfcf) in sector $i$ in the US and Germany. Data for current and constant dollar gfcf are from Table 3 of the OECD *National Accounts, Volume II, Detailed Tables*, cd-rom.). The weight $\delta_m^{US}$ ($\delta_m^{G}$) is the average share of imports of machinery and transport equipment, measured in US dollars, by country $m$ from the US (West Germany) relative to the total of these imports from the US and West Germany for the years 1975, 1980, 1985 and 1990. For 1975, 1980 and 1985 the shares were obtained from *Trade by Commodities*, OECD, and for 1990 *Commodity Trade Statistics*, United Nations. (Data at five-year intervals were used because data for all countries and all years were not readily available.)

$\Delta P_l^i =$ percentage change in the price of investment goods used by sector $i$: The price index is calculated by taking the ratio of nominal to constant dollar gross fixed capital formation (gfcf) in sector $i$. Source: Data for current and constant dollar gfcf are from Table 3 of the OECD *National Accounts, Volume II, Detailed Tables*, cd-rom.


---

28 As an alternative, the trade weights for 1970 (from the OECD, *Trade by Commodities*) were employed. With these trade weights (not reported) the estimated coefficients on the variable ($\Delta e + \Delta c^f$) were almost the same as the results reported in Table 1, and were always within one standard error of the original estimates. Only one of the exchange rate parameters change from being significant at the 5% level to being significant at the 10% level. All the conclusions of the AR1 and Reset tests are the same (although in two cases, the Reset test rejects at 99% rather than 95%), and the $R^2$ is close to the initial estimate. In all cases, the significance of the other estimated coefficients does not change.
A3. Additional data (used to test the robustness of the estimates)

Measure of import dependence: The ratio of nominal imports to nominal GDP from Table 1 of the OECD National Accounts, Volume II, Detailed Tables cd-rom.

Measure of currency valuation (V): Measured as \( V \equiv \delta_m^{US} \left( \frac{e_m^{US}}{e_m^{US,PPP}} \right) + \delta_m^G \left( \frac{e_m^G}{e_m^{G,PPP}} \right) \), where \( e_m^{US,PPP} \) and \( e_m^{G,PPP} \) are the purchasing power parity exchange rates of country \( m \) relative to the US and Germany, respectively. Source: See above for exchange rates and trade weights. For the PPP exchange rates, the OECD STAN Database 1998 except for the data for Ireland, which was downloaded from the OECD web site “PPPs for GDP — Historical Series” on 23 May 2002 in Euros and then converted to Irish pounds using the official Euro conversion rate.

Country size: The ratio of a country’s population to the population of the US. Source: The population data are from the IMF IFS cd-rom.

Standard deviation of the exchange rate: The standard deviation of the quarterly percentage change in the exchange rate over the three years prior to the current year. Source: The quarterly nominal exchange rate data (market rate period averages) used to create this variable are from the IMF’s IFS cd-rom.

Percentage change in the aggregate price level: Represented by the percentage change in the GDP price index. Source: The GDP price index is calculated as the ratio of current to constant dollar GDP from Table 1 of the OECD National Accounts, Volume II Detailed Tables cd-rom.

Percentage change in aggregate output: Represented by the percentage change in constant dollar GDP. Source: Table 1 of OECD National Accounts, Volume II, Detailed Tables, cd-rom.
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