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Abstract

In the literature, econometricians typically assume that household income is the sum of a random walk permanent component and a transitory component, with uncorrelated permanent and transitory shocks. Using simulations of a life cycle buffer stock model, I show that households' information on (potentially correlated) individual income components can be revealed in the sensitivity of consumption growth to income growth. I use a structural life cycle model of consumption to estimate the parameters of the income process by the method of simulated moments. I find significant negative contemporaneous correlation between permanent and transitory shocks, and reasonable, precise estimates for the time discount factor and the relative risk aversion parameter.
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1 Introduction

Households face a variety of income shocks. Promotions, layoffs, long term and temporary unemployment, health shocks, and lump-sum bonuses are a few in the list of events that make disposable household income volatile. In a world of imperfect insurance markets, idiosyncratic labor income risk is important for household decisions over consumption and savings, portfolio choice, and even the choice of career. Economists refer to persistent, or long lasting, shocks as permanent and temporary, or short-lived, shocks as transitory. Since Friedman (1957), household income is typically assumed to be well represented by the sum of a permanent random walk component and a short-lived transitory component, with no correlation between transitory and permanent income shocks.\(^1\) Obviously, households may have better information about (potentially correlated) income components, and therefore about the stochastic processes that govern the dynamics of each component.\(^2\) In this paper, I use a structural life cycle buffer stock model of consumption to identify the parameters of the household idiosyncratic income process, the volatility of permanent and transitory shocks, and the correlation between them. Using words of Friedman (1957, p.23), “the line... drawn between the permanent components is... left to be determined by the data themselves, to be whatever seems to correspond to consumer behavior.”

Correct identification of permanent versus transitory shocks is important for the prediction of economic behavior. The permanent income hypothesis (PIH), for example, predicts that households adjust consumption fully to the newly arrived permanent shocks, and change consumption only by the annuity value of the transitory shocks, a very small adjustment in economic terms. For different reduced form models of aggregate income, Quah (1990) shows that there exists a decomposition of income into permanent and transitory components that helps solve the PIH “excess smoothness” puzzle.\(^3\) Thus, Quah (1990) implicitly shows that the “correct” decomposition of income is the one that helps reconcile the joint dynamics of consumption and income

---

\(^1\)Notable examples are Carroll and Samwick (1997) and Meghir and Pistaferri (2004). They split income changes into permanent and transitory parts, and, under the assumption of orthogonality between permanent and transitory shocks, identify and estimate household or group-specific volatility of permanent and transitory shocks.

\(^2\)In general, any structural decomposition of non-stationary income processes is not unique. E.g., Quah (1992) shows how to decompose an integrated time series process into permanent and transitory components of different relative sizes.

\(^3\)If income is non-stationary and income growth exhibits positive serial correlation—as supported by aggregate data—the PIH predicts that consumption should change by an amount greater than the value of the current income shock. Consequently, consumption growth should be more volatile than income growth. Consumption growth in aggregate data, though, is much less volatile than income growth. Therefore consumption growth is said to be “excessively smooth” relative to income growth. See, e.g., Deaton (1992).
with the PIH predictions. This decomposition of income into its components, which can be reasonably assumed to be known to households, may or may not coincide with the decomposition done by econometricians.

In this paper, I explore an idea similar to that in Quah (1990, 1992) in the context of the buffer stock model of savings. I simulate a life cycle buffer stock model for different unobserved components (UC) decompositions of the same reduced form income process, and analyze the simulated economy at the household level. Specifically, I estimate different model statistics: the sensitivity of consumption growth to current and lagged income growth; the sensitivity of consumption growth to income growth over the five year horizon; and the variance and persistence of the reduced form income process. I find that a relatively bigger size of the permanent component within the same reduced form income process implies a significantly larger marginal propensity to consume (MPC) out of shocks to current and lagged income, and a larger MPC out of shocks to income cumulated over the five year horizon.

Having established these results, I suggest that the MPCs estimated from empirical micro data should help identify parameters of the income process, including the correlation between permanent and transitory shocks. Importantly, this correlation cannot be identified from the univariate dynamics of integrated moving average processes and must show how well the orthogonal decomposition of income done by econometricians describes the joint dynamics of household consumption and income. In other words, an estimate of the correlation between structural shocks should reveal the extent to what (income) information sets of econometricians may differ from the ones held by households.

I estimate parameters of the income process by the Method of Simulated Moments (MSM). Using a life cycle buffer stock model, I simulate the MPCs, the variance and persistence of income, and consumption profile over the life cycle, and match them to the same moments constructed from the Panel Study of Income Dynamics (PSID) and the Consumer Expenditure Survey (CEX) data. I find significantly negative contemporaneous correlation between transitory and permanent income shocks of about \(-0.60\), and precise estimates of the time discount factor

---

4Zero covariance between permanent and transitory shocks is also typically assumed in the literature modelling income processes at the aggregate level (e.g., Clark (1987)). Reduced form dynamics for aggregate income processes is richer than reduced form dynamics of household income processes, and requires more complicated models for the transitory component. Morley, Nelson, and Zivot (2003) show that if quarterly US GDP follows ARIMA(2,1,2), permanent component is a random walk, and transitory component is an AR(2), the covariance between permanent and transitory shocks can be identified from the univariate dynamics of GDP.
and the relative risk aversion parameter.\(^5\)

In the literature, it has been shown that a focus on households’ information about the dynamics of income components may shed some new light on the fit of consumption theory to the data (e.g., Quah (1990), Pischke (1995), Ludvigson and Michaelides (2001)). In this paper, I find that, using a plausible structure of the model economy, it is possible to (parametrically) identify the unique information held by households from their consumption choices over the life cycle.

Correct identification of the components of the income process improves specification of the consumption function of a life cycle dynamic optimization problem and estimation of the behavioral parameters. For the no-correlation case, I find a substantially larger and less plausible point estimate for the relative risk aversion parameter, and a smaller point estimate for the time discount factor. I can reject the no-correlation model in favor of the model with correlated permanent and transitory shocks at any standard level of statistical significance. Another important result of this paper is that an adequate fit of the joint dynamics of consumption and income requires the proper identification of the relative size of the permanent component, determined by the volatility of permanent and transitory shocks and the covariance between them. If the covariance between the shocks is ignored, the no-correlation model fits well the relative log-consumption profile over the life cycle but fails to uncover the relative size of the permanent component consistent with empirical sensitivity of consumption growth to current and lagged income growth and sensitivity of consumption to income growth over the five-year horizon. Thus, the results of this paper can prove to be important for investigations of wealth accumulation and inequality, portfolio choice, career choice, and other fields where correct identification of the relative size of the permanent component and behavioral parameters are of prime importance.

The rest of the paper is organized in the following way. I elaborate further on the main idea in Section 2. In Section 3, first, I estimate ARIMA(0,1,1) income process using the PSID data; second, I decompose this income process into permanent and transitory components of different relative sizes; third, I simulate a life cycle buffer stock model and present results on the sensitivity of (simulated) consumption to informational assumptions. In Section 4, I lay out the procedure of estimating the income and behavioral parameters by the MSM. In Section 5, I

\(^5\)Friedman (1963), in an attempt to clarify the controversial points in his book on the consumption function, pointed out that the correlation between permanent and transitory shocks may be of any sign and, if present, should be allowed for in analysis of the consumption function.
discuss the main results, and relate them to the available literature. Section 6 concludes.

2 Information Sets of Econometricians and Households

In this section, I set up a model of household consumption over the life cycle, present the unobserved components (UC) income model used in the literature, emphasize that households and econometricians may use different UC models that imply different information sets, and discuss the potential importance of different UC models, and therefore (income) information sets for consumption dynamics.

Assume that households value consumption, supply labor inelastically, face income uncertainty over the life cycle, and are subject to borrowing constraints. Households start their life cycle at period 0, and die at period $T$. Thus, a household’s problem is:

$$\max_{\{C_{it}\}_{t=0}^{T}} E_{i0} \sum_{t=0}^{T} \beta^t v(Z_{it}) U(C_{it}),$$

subject to the accumulation (cash-on-hand) constraint,

$$X_{it+1} = R_{it+1}(X_{it} - C_{it}) + Y_{it+1},$$

and the liquidity constraint:

$$C_{it} \leq X_{it}, \ \forall t \in [0,T].$$

Cash on hand available to household $i$ in period $t+1$, $X_{it+1}$, consists of labor income realized in period $t+1$, $Y_{it+1}$, and resources brought from previous period, accumulated at a possibly stochastic gross interest rate on a risk-free asset, $R_{it+1}$. $\beta$ is the common pure time discount factor, $Z_{it}$ is a vector of household $i$’s time preference shifters, $C_{it+1}$ is household $i$’s consumption in period $t+1$, and $E_{i0}$ denotes the expectation of household $i$ based on information available to it in the beginning of the life cycle.

If preferences are CRRA, and income is stochastic, the consumption problem cannot be solved analytically, and one must rely on computational methods to obtain the consumption function. Under certain regularity conditions on preferences, interest and the growth rate of
income, Deaton (1991) has shown that this model generates a buffer stock behavior—a household targets a certain level of liquid wealth to buffer bad income shocks. If shocks to income are unfavorable, households smooth consumption by running down available assets, and gradually rebuild wealth to meet the desired target level. The model is called the buffer stock model; it was originally proposed by Deaton (1991) and later refined by Carroll (1992, 1997). The model proved to fit well consumption facts from micro data (e.g., co-movement of consumption and income, and low household wealth holdings over the life cycle).

In this section, I examine the sensitivity of consumption to informational assumptions on the income processes. A popular, intuitively appealing, and empirically justifiable income model is an unobserved components (UC) model, where household income, $Y_{it+1}$, consists of a random walk permanent component, $P_{it+1}$, and a transitory component, $\epsilon_{it+1}^T$:

\begin{align}
Y_{it+1} &= P_{it+1}\epsilon_{it+1}^T, \quad (4) \\
N_{it+1} &= G_{it+1}N_{it+1}^P, \quad (5)
\end{align}

where $\epsilon_{it+1}^P$ is an innovation to the permanent component, and $G_{it+1}$ is the gross growth rate of household $i$’s income at time $t+1$.

Taking natural logs, the first difference of income is:

\begin{equation}
\Delta y_{it+1} = g_{it+1} + u_{it+1}^P + \Delta u_{it+1}^T, \quad (6)
\end{equation}

where $y_{it+1}$ is household $i$’s log-income at time $t+1$; $g_{it+1}$ is the log of its gross growth rate at time $t+1$; $u_{it+1}^P$ is the log of $\epsilon_{it+1}^P$; and $u_{it+1}^T$ is the log of $\epsilon_{it+1}^T$. $g_{it+1}$ is composed of the

---

6More precisely, the model is called the buffer stock model of savings if it satisfies the impatience condition formulated by Deaton (1991).

7In the context of computational consumption models, this model was first used by Zeldes (1989b) and Carroll (1992), Carroll (1997).

8For some evidence that idiosyncratic household log-income is a difference stationary process see, e.g., Meghir and Pistaferri (2004) and Guiso, Pistaferri, and Schivardi (2005). Another model of idiosyncratic household income advanced in the literature is the heterogenous growth rate model (see, e.g., Baker (1997)) where idiosyncratic household log-income, $y_{it}$, is a person-specific function of experience. Meghir and Pistaferri (2004) tested the null hypothesis that idiosyncratic household income is a difference stationary process against the growth heterogeneity alternative and could not reject it. In this paper, I do not intend to test one model against the other, rather, I am interested in the correct decomposition of the difference stationary model, which has been traditionally used in the consumption literature.
aggregate productivity growth and the growth in the predictable component of income over the life cycle (which accounts, e.g., for the growth in income due to job related experience). After removing $g_{it+1}$ from equation (6), the growth in income is affected solely by idiosyncratic shocks. Specifically, it is composed of the current value of the permanent shock, $u^P_{it+1}$, and the first difference in transitory shocks, $u^T_{it+1}$ and $u^T_{it}$.

To calibrate the parameters of household income process researchers use micro data, or rely on other studies of household income process like Abowd and Card (1989) or MaCurdy (1982). What are the informational assumptions behind the income model in equations (4)-(6)? It is implicitly assumed that information about income and its components is generated exactly by this model, and that both econometricians and households can differentiate between permanent and transitory shocks, usually assumed to be uncorrelated at all leads and lags. Thus, if the growth rate of income and interest rate are non-stochastic, the time-$t$ income information set of household $i$ and the econometrician is $\Omega_{it} = \{u^P_{it}, u^T_{it}, Y_{it-1}, Y_{it-2}, \ldots, Y_{i0}\}$. Is it innocuous to equate informational sets of econometricians and households? To fix ideas, consider a simple example. Assume a household knows that shocks to its permanent and transitory income are negatively correlated. For example, when the head gets promoted, he expects his bonuses to be cut off. This (negative) correlation helps the household sharpen its predictions on the permanent income when the transitory shock arrives, and adjust consumption appropriately. Econometricians, in turn, do not differentiate between income news known to households, and attribute its larger portion to the permanent component by decomposing orthogonally income news into permanent and transitory. Consequently, econometricians make spurious conclusions about the relative importance of permanent and transitory income. In this case the household’s information set is finer than the econometrician’s.\footnote{Throughout the paper, I assume that households know the joint distribution function of distinct income components. Other views on household versus econometrician’s (income) information have been explored in the literature. Pischke (1995), for example, assumes that household income consists of idiosyncratic and aggregate components and that a household cannot decompose shock to its income into aggregate and idiosyncratic parts. E.g., a household differentiates with a lag whether the head’s unemployment spell is due to an economy-wide shock, or whether it is the idiosyncratic shock. This assumption enables Pischke to provide micro-foundations for the “excess sensitivity” puzzle in macro data without violating the orthogonality condition of Hall (1978) at the micro level. Wang (2004) assumes that income consists of two potentially correlated processes of different persistence. He theoretically shows that a precautionary savings motive strengthens if an individual imperfectly observes innovations to each component compared to the case of the perfect knowledge of each component.}

Within the PIH, the correct identification of permanent versus transitory component of income has been proven to be important. Quah (1990) showed that if econometricians observe income news different from the news households observe, they may falsely reject the PIH, even
though households behave exactly in accordance with it. This is the main point made by Quah (1990) that provides one of the solutions to the excess smoothness puzzle. Quah constructs different UC representations of several reduced form models of the aggregate US income, and finds that there always exists an UC model consistent with the relative pattern of variances of consumption and income observed in the aggregate US data, and consistent with the PIH. The intuition behind this result is that the excess smoothness puzzle in macro data can be solved if the importance of the permanent component is “reduced.” It is possible to suppress the permanent component within an UC model without distortion of the properties of the reduced form process.

I will now present a formal treatment of these ideas in the context of the PIH. If the reduced form income process follows an ARIMA(0,1,$q$) process the PIH consumption rule for a dynastic household implies the following relation of consumption changes to income news (see, e.g., Deaton (1992)):

$$\Delta C_t = \frac{r}{1+r} \theta_q(\frac{1}{1+r}) \epsilon_t = \theta_q(\frac{1}{1+r}) \epsilon_t,$$

(7)

where $\theta_q(\cdot)$ is the lag polynomial of order $q$ in $L$ evaluated at $\frac{1}{1+r}$, and $\epsilon_t$ is a reduced form income shock. If, for example, $q = 1$ so that $\theta(L) = 1 + \theta L$ and, consistent with empirical micro data, $\theta$ is negative, consumption should change by $1 + \frac{\theta}{1+r}$. Parameter $\theta$ controls the mean reversion in income, and, along with the standard deviation of income shocks, determines the volatility of consumption changes. If $\theta$ is zero, income is a random walk and consumption should change by the full amount of the (permanent) income shock. The closer $\theta$ to $-1.0$ is, the less persistent is the income process, the smaller is the response of consumption to a permanent shock, and the smaller is the volatility of consumption changes for a given volatility of income shocks.

Assume that the reduced form income process, ARIMA(0,1,$q$), can be decomposed into permanent IMA(1,$q_1$) component, and transitory MA component of order $q_0$, such that max($q_1$, $q_0 + 1$) is equal to $q$, and permanent and transitory shocks are not correlated. It can be shown (see Quah (1990)) that an UC model that agrees with the reduced form ARIMA(0,1,$q$) income process implies the following response of consumption changes to transitory and permanent income
shocks:¹⁰

\[ \Delta C_{it} = \frac{r}{1+r} \theta_{q_0}(\frac{1}{1+r}) \epsilon_{it}^T + \theta_{q_1}(\frac{1}{1+r}) \epsilon_{it}^P. \]  \hspace{1cm} (8)

Take \( q_1 = 0 \) and \( q_0 = 0 \), so that the order of auto-covariance of the structural income process is the same as in the example above. In this case the implied consumption change should equal to the sum of the annuity value of the transitory income shock, and the entire permanent income shock. It is obvious that the response of consumption will be stronger if a permanent shock is larger. Similarly, the volatility of consumption changes will be larger if, within a structural income model, the volatility of permanent income shocks dominates the volatility of transitory income shocks. In general, the volatility of consumption changes, as implied by the PIH, depends on the relative importance of the permanent component. The weight of the permanent component in the income series is governed by polynomials \( \theta_{q_1}(L) \), \( \theta_{q_0}(L) \), and the relative variances of \( \epsilon_{it}^T \) and \( \epsilon_{it}^P \) under the constraint that auto-covariance functions of reduced and structural form processes are identical. Since households have better information on the sequences of permanent and transitory shocks, one may conclude, provided the PIH is true, that the “correct” decomposition of income is the one that matches the ratio of the variances of consumption and income growth observed in the aggregate data with the ratio predicted by the PIH, which is not necessarily the one identified by econometricians.

This intuition underlines the main theme of the paper and can be summarized as follows. The relative dynamics of income components is best known to households and this unique knowledge should be reflected in household consumption choices. Econometricians, in turn, make inferences on income components from the identified models of the income process which may or may not coincide with the model households observe. Ultimately, the importance of the income information sets should be judged by their effect on household choices of consumption. In the next section, I provide some evidence on this issue.

¹⁰Note that Quah (1990) considers linear difference stationary processes, while equation (6) features log-linear income processes. Campbell and Deaton (1989), however, show in a study of the PIH excess smoothness puzzle that this distinction is of little empirical importance. Furthermore, equation (8), derived using an UC representation of difference stationary linear income processes, serves only as a motivation for the main analysis of this paper. Thus, to avoid notational complications, for now, I interpret \( \epsilon_{it}^T \) and \( \epsilon_{it}^P \) as transitory and permanent innovations to the level of income within linear income processes. I will be explicit when I switch to log-linear income processes outlined in equations (4)-(6) and commonly used in the literature on household income processes.
3 The Same Reduced Form But Different Components: Sensitivity of Consumption to Informational Assumptions

In this section, I use the PSID to estimate a reduced form ARIMA(0,1,1) income model. I further decompose it into permanent and transitory components of different relative sizes. I construct nine decompositions of idiosyncratic household income that differ in the volatility of transitory shocks, and contemporaneous correlation between permanent and transitory shocks. I assume that consumers make their consumption and savings choices in accordance with the life cycle buffer stock model, taking into account the knowledge of the joint distribution of permanent and transitory shocks. I examine the effect of different UC decompositions on consumption dynamics in the buffer stock model. Specifically, for different decompositions of the reduced form process, holding other relevant parameters fixed, I simulate life cycle economies and estimate different model statistics: sensitivity of consumption growth to income growth at one and five-year horizons, relative log-consumption profile, and the variance and persistence of income growth for simulated data.

I consider the orthogonal decomposition of income adopted in the literature, along with other potentially valid UC decompositions. Thus, different implications arising from different decompositions may be attributed to differences in information sets held by households and econometricians.

More precisely, econometricians cannot identify correctly the joint distribution of permanent and transitory shocks if the shocks are correlated and household income in first differences is a moving average process. Households, to the contrary, make their consumption decisions based on the knowledge of the correctly specified joint distribution of permanent and transitory shocks, be they correlated or not.

Suppose that the reduced form process for log household income is an ARIMA(0,1,q) process:

$$\Delta y_{it} = \theta_q(L)e_{it},$$  \hspace{1cm} (9)

where $\theta_q(L)$ is a lag polynomial of order $q$ in $L$.

Further assume that the structural income process is the sum of a difference stationary
permanent component, \( y_{it}^P \), and a transitory component, a stationary process in log-levels, \( y_{it}^T \). The reduced and structural forms of observed series should agree in time (and frequency) domain:

\[
\Delta y_{it} = \Delta y_{it}^P + \Delta y_{it}^T = A(L)u_{it}^P + (1 - L)B(L)u_{it}^T,
\]

where \( A(L) \) and \( B(L) \) are the lag polynomials that describe dynamics of the first difference of the permanent component and the level of the stationary component, respectively; \( u_{it}^P \) and \( u_{it}^T \) are permanent and transitory innovations, respectively.

The variance of the permanent component, \( |A(L)|^2 \sigma_{uP}^2 \), is equal to the spectral density of the series at frequency zero, and is determined by estimates of \( \theta_q(L) \), and the variance of the innovation from the reduced form process of equation (9).

The auto-covariance function of the reduced form process has \( q + 1 \) non-zero auto-covariances, which is sufficient to estimate \( q \) moving average parameters, along with the variance of the reduced form income shock. An estimable UC model of income may allow at most \( q + 1 \) non-zero parameters, two of which are the variances of structural shocks and the rest determine the dynamics of each unobserved component of income—\( A(L) \) and \( B(L) \). Thus, if the permanent component of income is a random walk and the transitory component is a moving average process of order \( q - 1 \), one can identify the variances of the transitory and permanent shocks, and \( q - 1 \) moving average parameters; the correlation between the structural shocks is not identifiable from the sole dynamics of household income.\(^{11}\) Without estimation, though, for any known reduced form data generating process one may always construct infinitely many UC representations. By varying the structure of the UC model, one necessarily varies the relative importance of the permanent and transitory components. In the next section, I estimate the reduced form income process using data on household income from the PSID. I then construct nine unobserved components models of income that imply different (income) information sets but have the same auto-covariance function as the reduced form.

### 3.1 Univariate Dynamics of Idiosyncratic Household Income

In this section, I present some results on the univariate dynamics of household income in the PSID data. It is important to know whether the income process in equations (4)-(6) is empirically

\(^{11}\)For the issues of identification of structural form time series processes see, e.g., Harvey (1989).
The income measure I consider is the residuals from the cross-sectional regressions of household log-disposable income on education of head, household state of residence, a second degree polynomial in head’s age, and head’s race.\textsuperscript{12} In the literature, it is typically labeled idiosyncratic household income. For the cross-sectional regressions, I use information from the 1969–1997 annual family files of the PSID.\textsuperscript{13} Sample selection is described in the notes to Table 1. Table 1 presents the auto-covariance function for the growth in household idiosyncratic income. In this table, the auto-covariances and their respective standard errors are pooled over time. As can be seen from the table, the auto-covariance function is statistically significant up to order one, and the first order auto-covariance is negative. This is consistent with an integrated moving average process of order one. Thus, even if household income contains a unit root, it also contains a strong mean-reverting transitory component.

In Table 2, I test the null hypothesis that the auto-covariances of a given order are equal to zero in all time periods. Results of this test indicate that the transitory component may be a moving average process of order one. This is consistent with the findings in Abowd and Card (1989), and Meghir and Pistaferri (2004). To simplify the computations, in the rest of the paper I will assume that the reduced form income process is an integrated moving average of order one. This assumption is not at odds with the data as Table 1 suggests.

In Table 3, I present estimates of a moving average process for idiosyncratic household income. Household idiosyncratic income is highly volatile, with a standard deviation of the reduced form shocks of about 28% per year, and contains a strong mean-reverting component.

### 3.2 Procedure for Changing the Relative Importance of Permanent and Transitory Components

In this section, I decompose a moving average process estimated in the previous section into permanent and transitory components of different relative volatilities.

Assume that log income in differences, after the deterministic growth rate $g_{it}$ has been removed, follows a stationary MA(1) process. A corresponding UC model may be represented

\textsuperscript{12}My specification of the “predictable” component of labor income is quite flexible: it assumes, for example, time-varying returns to experience and education, differentiated by cohort.

\textsuperscript{13}The PSID collected data biennially after 1997. Inclusion of data after 1997 would require a different modelling strategy, e.g., analyzing idiosyncratic income growth over the two year horizon. Since this strategy will necessarily result in a loss of data, I use the data available at the annual frequency.
as the sum of a random walk permanent component and a transitory white noise process. This particular income process has become the workhorse in simulations of the buffer stock model of savings and for computational models of asset holdings over the life cycle. Following the above notation, the reduced and structural forms of the process for the first differences in income are:

\[
\begin{align*}
\Delta y_{it}^{rf} &= (1 + \theta L)\epsilon_{it}, \\
\Delta y_{it}^{sf} &= u_{it}^P + (1 - L)u_{it}^T,
\end{align*}
\]

where superscripts \(rf\) and \(sf\) denote reduced and structural form respectively.

I will use this process for simulating the life cycle buffer stock economy since it is easy enough to deal with computationally, and general enough to allow for decompositions of income into permanent and transitory components of different relative importance.\(^{14}\)

Since the reduced form has only two pieces of information, the auto-covariances of order zero and one, one can statistically identify only two parameters, the variance of permanent shocks and the variance of transitory shocks. To explore the impact of the information structure of income on the consumption process, I allow for a covariance between the permanent and transitory shocks, and then work out the variance of transitory shocks. I match the moments of constructed series to the moments of the reduced form series, thus keeping the stochastic structure of the series intact. I present full details of the procedure in Appendix A. I take the estimated parameters of ARIMA(0,1,1) process from Table 3. The grid of covariances considered in simulations implies the following correlations between structural shocks: \(-1.0, -0.75, -0.5, -0.25, 0.0, 0.25, 0.5, 0.75, \text{ and } 1.0.\) The variance of the permanent component is determined by the spectral density of the reduced form series at frequency zero. Thus, for estimated income parameters, the estimate of the variance of innovations to the random walk permanent component is equal to \((1 + \hat{\theta})^2\hat{\sigma}^2 = 0.02.\) The variance of transitory innovations can

\(^{14}\)Ludvigson and Michaelides (2001) use this process to analyze “excess smoothness” and “excess sensitivity” puzzles on the aggregated data from a simulated buffer stock model; Michaelides (2001)—to investigate the same phenomena but for a buffer stock economy of consumers with habit forming preferences; Luengo-Prado (2007)—to analyze a buffer stock model augmented with durable goods, down payments, and adjustment costs in the market for durable goods. Luengo-Prado and Sørensen (2007) use a generalization of this process to gauge the effects of different layers of uncertainty (idiosyncratic and aggregate) on the marginal propensity to consume in the simulated “state”-level data and US state-level data. Gomes and Michaelides (2005) and Cocco, Gomes, and Maenhout (2005) calibrate the parameters of this income process to investigate consumption and portfolio choice over the life cycle.
be estimated by $-\hat{\gamma}(1) - \sigma_{uPuT}$, where $\hat{\gamma}(1)$ is the first order auto-covariance of the reduced form process and $\sigma_{uPuT}$ is the covariance between the permanent and transitory innovations. Thus, for the covariance equal to $-0.0328$ (and the corresponding correlation between income shocks approximately equal to $-1.0$), the standard deviation of transitory innovations is $0.227$; for the covariance equal to $0.00$, the standard deviation of transitory innovations is $0.136$.

The covariances between transitory and permanent shocks—and the corresponding correlations—determine the relative volatility and size of permanent and transitory shocks. Thus, the income model with the perfect negative correlation between permanent and transitory shocks has the most volatile transitory shocks, while the income model with the perfect positive correlation between the permanent and transitory shocks has the least volatile transitory shocks.

Correspondingly, I call the models built from these covariances as model (1)-model (9) in Appendix A1, with model (1) producing the smallest and model (9)—the largest relative permanent component.

### 3.3 Simulating the Life Cycle Buffer Stock Economy

Solving the dynamic programming problem in Section 2 by iterating the Euler equation, I obtain a set of age-dependent consumption policy functions. I assume that the gross interest rate $R_t$ is non-stochastic and that the joint probability density function of (potentially correlated) transitory and permanent shocks $f(u_P, u_T)$ is time invariant. In addition, shocks are assumed to be jointly log-normal, where the underlying joint normal distribution has a mean vector zero, and the variance-covariance matrix $\Sigma_{uPuT}$. To induce the correlation between independent normal draws, I use the Cholesky factorization of the variance-covariance matrix $\Sigma_{uPuT}$. Upon finding the converged policy functions $\{c_t(x_{it})\}_{t=24}^{65}$, I simulate the economy populated by 5,000 ex ante identical consumers, who are differentiated ex post due to different history of income draws.

Since I am interested in the properties of consumption for different decompositions of a given reduced form model of income, I hold all other parameters of the buffer stock model fixed. Thus, I do not vary the behavioral parameters of the model. I set the gross real interest rate to 1.03, the time discount factor to 0.95, and the coefficient of relative risk aversion to 4.0. I take draws from the joint distribution of log-normal transitory and permanent shocks, the parameters of which are derived from the reduced form ARIMA(0,1,1), as already discussed in detail in the previous subsection. The full details of the model solution are laid out in Appendix B.
I perform pooled panel regressions of the growth of (simulated) household consumption on the current and lagged growth of (simulated) household income. In addition, I examine the sensitivity of long differences in log-consumption to long differences in log-income; the relative log-consumption profile, defined by the ratio of cross-sectional average of log-consumption at age 45 to age 30, and cross-sectional average of log-consumption at age 65 to age 45; and reduced form income parameters—persistence and the variance of income growth. The results for income models 3 (negative correlation between structural shocks equal –0.50), 5 (no correlation), and 7 (positive correlation equal 0.50) are presented in Table 4, Panel A.\textsuperscript{15}

Motivation for the use of these statistics is fairly straightforward. The magnitude of the coefficient on the current income growth should depend on the relative size of the permanent shock, while the coefficient on the lagged income growth should measure excess sensitivity of consumption growth to lagged income news. Long differences in log-income will be largely dominated by the contribution of permanent income shocks. Thus, sensitivity of long differences in log-consumption to log-income should be larger for the income models featuring larger relative permanent components. In the first three rows of Table 4, I show that consumption is contemporaneously more sensitive to income when the relative size of the transitory shock is lower (model 3). Similar result holds for the sensitivity of long consumption growth to long income growth, measured by the differences in current log-consumption (income) and log-consumption (income) observed five periods before. Due to borrowing restrictions, a model with a larger relative size of the permanent component indicates that a larger fraction of the shocks to lagged income remains unsmoothed (4\% for model 7 vs. 12\% for model 3). The difference between sensitivities across income models is significantly different from zero at any conventional level of statistical significance.

\textsuperscript{15}The MPCs out of shocks to current and lagged income, and the shocks cumulated over the five year horizon are larger for models with a relatively larger size of the permanent component. The ranking of models in terms of MPCs in ascending order is: model 1, model 2, \ldots, model 9. Thus, without losing valuable information, I chose to report only the results for income models (3), (5), and (7). The results of simulations for all income models are available upon request.
4 The Life Cycle Model of Consumption, and Estimation of the Income Process

4.1 The Model

Simulations in the previous section show that different decompositions of the same reduced form income process lead to sizeable differences in sensitivity of consumption growth to contemporaneous and lagged income growth, and sensitivity of long consumption growth to long income growth. Thus, the joint dynamics of consumption and income in real data may help identify parameters of the income process—the variances of permanent and transitory shocks, and the correlation between them.

In this section, I use a structural life cycle model of consumption to estimate parameters of the income process and the behavioral parameters. I assume that the model households are married couples that maximize expected utility from consumption over the life cycle. The only source of uncertainty in the model is uncertainty over income flows, arising from transitory and permanent income shocks. I assume that all households start working at age 24 and retire at age 66. Households maximize the expected utility from annual consumption flows:

\[ E_{i,24} \sum_{t=24}^{T} \beta^{t-24}v(Z_{it})U(C_{it}) + \beta^{T+1}V_{iT+1}(X_{iT+1}) \].

\(T\)—the last working period age—is set to 65; \(\beta\) is the time discount factor; \(V_{iT+1}\) is the value function at age 66, equal to the maximized expected utility at age 66 and onwards; \(C_{it}\) is household \(i\)'s consumption at age \(t\); \(Z_{it}\) denotes the variables that proxy household \(i\)'s taste shocks at time \(t\); \(X_{iT+1}\) is the cash on hand at age 66. The utility function is the time separable CRRA utility function.

As in previous section, I assume that households have access to one instrument for saving and consumption smoothing—a riskless bond with the deterministic gross interest rate \(R\). Cash-

\footnote{Other poorly insured risks over the life cycle are health shocks. In this paper I do not model medical expenditures and so do not consider health shocks. I purposefully limit my analysis to 24–65 year olds, a subgroup of population for whom these expenses and shocks are relatively less important.}

\footnote{In the literature, vector \(Z_{it}\) usually contains leisure time of a spouse, the number of adults, and the number of children over the life cycle. I follow Gourinchas and Parker (2001) and use family size for \(Z_{it}\). I assume that family size affects household marginal utility exogenously and deterministically, and estimate family size adjustment factors from empirical data.}
on-hand accumulation constraint and the income process are given in equations (2), and (4)-(6) respectively. I assume that households are subject to liquidity constraints so that their total consumption is constrained to be below their total cash-on-hand in each period (see equation (3)).

Cash-on-hand and consumption can be expressed in terms of the ratios to permanent income, and the state space reduces to one variable, cash-on-hand relative to the permanent income, $x_{it}$. As in Gourinchas and Parker (2001), I assume that the consumption function at retirement is linear in cash-on-hand, $X_{iT+1}$ and illiquid wealth, $H_{iT+1}$: 

$$C_{iT+1} = \kappa_x X_{iT+1} + \kappa_h H_{iT+1},$$

where $\kappa_x$ is the marginal propensity to consume from liquid assets at retirement, $\kappa_h$ is the marginal propensity to consume from illiquid assets at retirement. Dividing both sides of the equation by the permanent income at age $T + 1$, it becomes

$$c_{iT+1} = \kappa_x x_{iT+1} + \kappa_h h_{iT+1},$$

where $c_{iT+1}$ is household $i$’s consumption relative to the permanent income at age $T + 1$ and $h_{iT+1}$ is the level of household $i$’s illiquid assets relative to the permanent income at age $T + 1$. The age-dependent consumption functions $\{c_t(x_{it})\}_{t=24}$ are found recursively by iterating the Euler equation and utilizing the consumption function at retirement. The details of the model solution are provided in Appendix B.

4.2 Estimation by the Method of Simulated Moments

In this section, I describe the method used to estimate the structural parameters of the model. The vector of structural parameters $\theta$ consists of the behavioral parameters—$\beta, \rho$; the retirement process parameters—$\kappa_x, \kappa_h$; and the parameters of the income process—$\sigma_u \tau$, $\sigma_\nu \tau$ and $\sigma_{u_\nu} \tau$. I estimate the model parameters by the method of simulated moments. Since my model is cast in terms of one state variable, cash-on-hand relative to permanent income, I reformulate the consumption rule at retirement as

$$c_{iT+1} = \kappa_x x_{iT+1} + \kappa_0,$$

where $\kappa_0$ is the product of the marginal propensity to consume from illiquid wealth and average illiquid wealth (relative to the permanent income) at retirement. Since the model does not have enough identifying information for $\kappa_0$ and $\kappa_x$, and since it is hard to benchmark the marginal propensity to consume from illiquid assets from empirical data,\(^{18}\) I set $\kappa_0$ and $\kappa_x$ to the values estimated in Gourinchas and Parker (2001), Table III, column 1: $\kappa_0 = 0.0015$, $\kappa_x = 0.0710$. I estimate five parameters in total.

\(^{18}\)The PSID reports housing equity that may qualify for illiquid wealth, yet it does not provide separate records on other important components of illiquid wealth (e.g., pension wealth).
4.2.1 The Identification Scheme

In this section, I discuss identification of the model parameters.

In the absence of uncertainty or in the case of a perfect foresight, both the life cycle and dynastic consumption models predict that the shape of the consumption profile is determined by the behavioral parameters (the time discount factor and the relative risk aversion parameter) and the interest rate. Thus, the time discount factor and the relative risk aversion parameter may be identified from the life cycle consumption profile, or from the long-run features of consumption data. In the presence of income uncertainty and rational expectations, the life cycle consumption profile is also affected by precautionary motives. Thus, the shape of the consumption profile may be also informative for the identification of the magnitude of income uncertainty over the life cycle. Gourinchas and Parker (2001) and Cagetti (2003), guided by these considerations and treating the volatility of permanent and transitory shocks as given, estimate the relative risk aversion parameter and the time discount factor for different occupations and education groups. Furthermore, the results from Table 4 Panel A suggest that the volatility of individual components of income and the correlation between them determines the joint short-run dynamics of income and consumption.

The results in Table 4 are supportive of these intuitions. In Table 4 Panel B, I compare model statistics for the benchmark model and its modifications. In the benchmark model, the time discount factor is 0.95, the relative risk aversion parameter is 4, the correlation between structural income shocks is –0.5, and there are no measurement errors in log-income and log-consumption. In Panel B, I present the percentage changes in the benchmark model’s predictions (first row of Panel A) after I change the behavioral parameters, or assume that measurement errors in log-income and log-consumption are not zero. In the first row, I assume a multiplicative measurement error in consumption such that the log-error is distributed as iid$N(0, \sigma_{u_C}^2)$. I set $\sigma_{u_C}$ to 0.24, an estimate in Blundell, Pistaferri, and Preston (2005a) for their total sample. As can be seen, the measurement error in consumption does not alter significantly the predictions obtained from the benchmark model. In the next row, I add a multiplicative measurement error to income to the previous model. Following Meghir and Pistaferri (2004), I assume that the measurement error in income explains 25% of the total income growth. Since $\sigma_{\Delta y_{it}}^2 = 0.058$ for my income sample, I assume the log-error in income is distributed as iid$N(0, \sigma_{u_Y}^2)$, with $\sigma_{u_Y} = 0.085$. The measurement error in income should attenuate the coefficients on income.
when it is used as an explanatory variable. The second row of Panel B supports the prediction: compared to the benchmark model’s prediction measurement error in income substantially lowers sensitivity of consumption growth to contemporaneous and lagged income growth. Thus, although the measurement error in income is not separately identified from the variance of transitory innovations, it is important to take it into account while estimating the income process using a life cycle model. In the next row, I change the benchmark model’s time discount factor to 0.90. The effect of the change is intuitive. Due to higher impatience, consumption becomes more sensitive to current and lagged income shocks, log-consumption profile becomes flatter in the beginning of the life cycle (since now, on average, consumers prefer larger consumption at early ages), and steeper in the end of the life cycle (since now consumers are more sensitive to unfavorable income shocks in the end of the life cycle), accentuating the well-known hump in the profile. The reverse is true if the benchmark model’s time discount factor is changed to 1.0. In the fifth row, I set the coefficient of relative risk aversion to 1.0 instead of 4.0. Similar to the results for the high discount rate, consumers become significantly more sensitive to current and lagged income shocks. Also, the cumulative consumption growth over the five year horizon becomes significantly more sensitive to the cumulative income growth over the same horizon. The reverse is true when the relative risk aversion parameter is set to 7.0. Reassuringly, the income process parameters, measured by an OLS auto-regressive coefficient in an AR(1) regression of income growth and the variance of income growth, are essentially the same across different specifications.

Summing up, the structure of the income process, the time discount factor and the relative risk aversion parameter can be identified using the long run features of consumption data (contained in the consumption life cycle profile); the short run features of consumption and income data (determined by the sensitivity of consumption growth to current and lagged income growth, and the sensitivity of long consumption growth to long income growth); and the features of income data (determined by the variance and persistence of income growth).

4.2.2 Matching the Moments

In the matching exercise, I look for the volatility of structural income shocks, the contemporaneous correlation between them, and behavioral parameters that lead to the closest match to the model moments in Table 4 estimated from empirical data. In several specifications, I also match
the entire log-consumption profile relative to the cross-sectional average of log-consumption at age 24, the beginning of the life cycle. I construct the consumption profile from the CEX and the PSID data.

Since the model does not provide a closed form solution for these moments, I simulate the moments and estimate the parameters of the model by matching these simulated moments to the data moments. I estimate the model in two stages. In the first stage I estimate the exogenous parameters $\chi$, I then fix them in the MSM optimization routine; in the second stage I estimate, within the MSM routine, the model parameters $\theta$. $\chi$ consists of the life cycle profile of the gross growth rates of disposable income, $\{G_t\}_{t=25}^{65}$; the life cycle profile of utility shifters, $\{v(Z_t)\}_{t=24}^{66}$; the gross real interest rate on safe liquid assets, $R$; the mean and the standard deviation of the distribution of wealth-to-permanent income ratio at age 24, $\{(W/Y)^p_{24}, \sigma(W/Y)^p_{24}\}$; the mean and the standard deviation of the distribution of permanent income at age 24, $\{(Y^p_{24}, \sigma Y^p_{24}\}$; the parameters of the consumption function at retirement, $\kappa_0$ and $\kappa_x$. I set $\kappa_0$ to 0.0015, $\kappa_x$ to 0.0710, and the gross real interest rate on safe liquid assets to 1.0344.19

Given the estimates of the first stage parameters, the MSM estimates of the second stage parameters $\theta$ are such that the weighted distance between the vector of simulated moments and the vector of empirical moments is as close to zero as “possible.” $\hat{\theta}$ is the solution to the minimization of the criterion function

$$[\frac{1}{I_d}\sum_{i=1}^{I_d} h^d_i - h^s(\theta; \hat{\chi})]W[\frac{1}{I_d}\sum_{i=1}^{I_d} h^d_i - h^s(\theta; \hat{\chi})] = g^d_s W g^s_s, \quad (11)$$

where superscript $d$ denotes data; $s$ denotes simulation; $I_d$ is the number of households in the data contributing towards estimation of the second stage moment; $I_s$ is the number of simulated households; $h^d_i$ is an estimated second stage moment for the data household $i$; $h^s$ is a simulated population moment; $W$ is a positive definite weighting matrix; $\hat{\chi}$ is a 91 × 1 vector of the first stage parameters; $\theta$ is a vector of the second stage parameters.

Given $\hat{\chi}$ and an initial vector of the second stage parameters, $\theta_0$, the algorithm proceeds in following steps: 1) numerically derive the age-dependent policy functions $\{c_t(x_t; \theta_0, \hat{\chi})\}_{t=24}^{65}$; 2) given these policy functions, simulate the model economy populated by 5,000 households;
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19These estimates are from Gourinchas and Parker (2001). The real interest rate is the average real return on Moody’s AAA municipal bonds for monthly data spanning 1980–1993. When correcting standard errors of the model parameters for uncertainty in the first stage estimates, I use the standard errors of $\kappa_0$, $\kappa_x$, and $R$ provided in Gourinchas and Parker (2001).
3) for these simulated data, calculate the model moments and the MSM criterion function; 4) if convergence is not achieved, update $\theta$ using some optimization method; repeat steps (1)-(3) until convergence is achieved.

For the weighting matrix $W$, I choose the diagonal matrix with diagonal elements equal to the diagonal elements of the inverse of $\hat{\Sigma}_g$, a consistent sample estimate of the variance-covariance matrix of the second-stage moments. Further details on the asymptotic distribution of the model parameters and goodness-of-fit statistics are provided in Appendix C.

### 4.3 Construction of Empirical Moments

In this section, I describe estimation of the empirical moments I match. I first briefly describe the data sources used.

#### 4.3.1 Data

I obtain consumption information from two data sources, the Survey of Consumer Expenditures and the Panel Study of Income Dynamics. The CEX contains detailed information on total expenditures and its components, and the demographics for representative cross sections of the US population. I use the 1980–1998 waves of the CEX. The PSID features panel data and is considered to be the best source of income data for the US population. Unlike the CEX, the PSID limits its coverage of consumer expenditures to food at home and away from home. Since I am interested in the link between changes of disposable household income and total household consumption, I impute the total consumption to the PSID households using information on household food consumption in the PSID and the CEX, and matched demographics from the CEX and the PSID, and exploit superior (to the CEX) income data from the PSID. The PSID data are taken from 1980–1997, 1999, and 2001 waves. I follow the methodology of Blundell, Pistaferri, and Preston (2005b) to impute the total consumption to the PSID households. The full details on sample selection of CEX and PSID households are provided in Appendix D. The imputation procedure is described in Appendix E.

#### 4.3.2 Estimation of Life Cycle Profiles

At each point in time total consumption and disposable income are affected by cohort effects, time (business cycle) effects, life cycle (age) effects, and idiosyncratic effects. Consumption (and,
similarly, income) can be decomposed as follows:

\[
\log C_{it} = \alpha_c' c_i + \alpha_f' f_{it} + \alpha_{\tau} \tau_t + \alpha_a' \text{Age}_{it} + \eta_{it},
\]

(12)

where \( \log C_{it} \) is the total real household log-consumption, \( c_i \) is the set of cohort dummies (with an omitted category comprising households with heads born between 1939–1944), \( f_{it} \) is the set of family size dummies (with an omitted category of households with 7 or more members), \( \tau_t \) is the set of time dummies, \( \text{Age}_{it} \) is the full set of age dummies (created for households aged between 24–70), and \( \eta_{it} \) is the idiosyncratic effect that consists of the time varying and time-invariant random effects, \( \alpha_c \) is the vector of cohort coefficients, \( \alpha_f \) is the vector of coefficients on family size dummies, \( \alpha_{\tau} \) is the vector of time coefficients, and \( \alpha_a \) is the vector of age coefficients.

Since the age, cohort, and time effects cannot be estimated simultaneously, I assume that time effects can be captured by regional unemployment, as in Gourinchas and Parker (2001) and French (2005). The equation I estimate is:

\[
\log C_{it} = \alpha_c' c_i + \alpha_f' f_{it} + \alpha_u \text{ue}_{it} + \alpha_a' \text{Age}_{it} + \eta_{it},
\]

(13)

where \( \alpha_u \) is the coefficient on regional unemployment, \( \text{ue}_{it} \).

I eliminate cohort, family size, and aggregate effects from consumption predicted by equation (13) using the following transformation:

\[
\tilde{\log C}_{it} = \log C_{it} - \tilde{\alpha}_c c_i + \tilde{\alpha}_f' (f_a - f_{it}) + \tilde{\alpha}_u (\text{ue} - \text{ue}_{it}) + \tilde{\eta}_{it},
\]

(14)

where \( \log C_{it} \) is the predicted consumption from equation (13), \( \log C_{it} \) is the transformed consumption, \( f_a = \frac{1}{I_a} \sum_{i=1}^{I_a} f_i \) is the average family size for a group of \( I_a \) people of a certain age, \( \text{ue} \) is the average unemployment rate over all sample years and households, and \( \tilde{\eta}_{it} \) is a household-specific residual at a given age.\(^{21}\)

\(^{20}\)The full set of family size dummies is created for households with family size of 2, 3, 4, 5, 6, and 7 or more members.

\(^{21}\)I estimate equation (13) by pooled OLS. Thus, the residuals contain household effects. Alternatively, I could have used the fixed effect panel regression to construct the profiles. It should not matter in practice which method is used. If \( \eta_{it} = \zeta_i + \nu_{it}, \) where specific effects, \( \zeta_i \)'s, will be averaged out to zero while constructing the log-consumption profile. Similarly, they will vanish when I run regressions using log-consumption in first differences.
The unsmoothed life cycle consumption profile is a plot of the age-average of $\tilde{\log} C_{it}$ against age. The smoothed profile is constructed from a fractional polynomial regression of $\tilde{\log} C_{it}$ on the fifth degree polynomial in age and year of birth. Figure 1 plots raw, smoothed and unsmoothed life cycle profiles of consumption. Similarly, I construct the smoothed life-cycle profiles of utility shifters (determined by changes in family size over the life cycle), and household life cycle gross growth rates in disposable income.

In Figure 1, smoothed profile is net of cohort and time effects, and shows the average total consumption at a given age, with family size set to the average family size at this age. Consistent with Gourinchas and Parker (2001) and Fernández-Villaverde and Krueger (2007), consumption profiles exhibit a visible hump in the mid-forties. When the profile is constructed such that the family size is set to its average over the life cycle (3.34 household members), the ratio of average total consumption at the peak to consumption at age 24 is about 1.3—a finding similar to that in Fernández-Villaverde and Krueger (2007). Unsmoothed profiles are quite noisy due to, among other things, sampling uncertainty and imputation error. Instead of relying on consumption levels, I fit the relative consumption profile in a matching exercise. The relative profile, presented in Figure 2, measures the ratio of the average log-consumption at a given age to the average log-consumption at age 24.

4.3.3 Persistence of Income, and the Joint Dynamics of Consumption and Income

The other moments, I am interested in, are the persistence in the growth rate of income, the variance of income growth; the coefficients from an OLS regression of consumption growth on contemporaneous and lagged income growth, and cumulative consumption growth over the five year horizon on cumulative growth of disposable income over the same horizon. To reconcile empirical data with simulated data, I use $\tilde{\log} C_{it}$ and $\tilde{\log} Y_{it}$, log-household consumption and log-household disposable income from empirical data, “net” of cohort, aggregate, and family size effects. First, I regress the first difference in $\tilde{\log} C_{it}$ on the current and lagged growth in $\tilde{\log} Y_{it}$, changes in family size over the life cycle, and a quadratic polynomial in head’s age. The results of this regression are presented in Table 5. An estimated relationship between current consumption and income growth is statistically significant: for every 10% increase in income, consumption increases by 0.6%. In accordance with the PIH, if log-income is a random walk and therefore

---

as the dependent variable.
shocks to log-income are permanent, consumption should have changed by 10% instead of the observed 0.6%. The magnitude of the contemporaneous association between consumption and income growth may be taken as another piece of evidence that household log-income contains, apart from a random walk permanent component, a strong mean reverting transitory component. The response of current consumption growth to lagged income growth is small and imprecisely estimated. This result is in line with the rational expectations tradition of consumption theory, which predicts that consumption is a martingale, and therefore consumption changes should be orthogonal to any past information, inclusive of the past income changes (e.g., Hall (1978) and Hall and Mishkin (1982)).

Table 6 contains results for an OLS regression of cumulative consumption growth over the five year horizon on cumulative income growth over the same horizon. The relationship is much stronger compared to the contemporaneous relationship in Table 5: a 10% increase in income growth over the five year horizon is associated with a 2.5% increase in consumption growth over the same horizon.

To benchmark the persistence of idiosyncratic income, I estimate an AR(1) process for income growth by OLS. The results are presented in Table 7. The OLS estimate of an AR(1) coefficient is equal to −0.347 with a standard error of 0.01. I match the AR(1) coefficient of the reduced form rather than an MA(1) estimate, since an AR(1) process is less time consuming to estimate. This proves to be very important when repeated estimations are performed on the simulated data.

5 Discussion of Results

5.1 Results

Table 8 contains the main results. They are based on minimization of the MSM criterion function, using information from the total sample of households.

It may be hard to identify the relative risk aversion parameter and the time discount factor jointly: rows 3 and 5 of Table 4 Panel B, for a particular simulation, show that low risk aversion

\footnote{It is well-known that any invertible MA(1) process has an autoregressive representation of the infinite order (see, e.g., Hamilton (1994)). Galbraith and Zinde-Walsh (1994) show that low order auto-regressive approximations of a MA(1) process with a moving average parameter of 0.5 and less in absolute value—as low as order one and up to the third order—perform the best in terms of minimizing the mean squared error. Thus, using the estimated AR(1) process as an approximation to (the infinite order representation of) MA(1) process may be sufficient to benchmark the persistence of household idiosyncratic income growth.}
and a low time discount factor may fit data equally well. In column 1 of Table 8 I set the relative risk aversion parameter to 4 and assume that there are no measurement errors in consumption and income. For matching, I utilize only sensitivity of consumption growth to income growth at one and five-year horizons, and the variance and persistence of income growth. The model is over-identified with one overidentifying restriction. The time discount factor is estimated to be close to 1 but not significant, the variance of transitory and permanent innovations are both significant, the covariance between the innovations is negative but imprecisely estimated. Apparently, the moments used do not provide enough information to precisely identify the time discount factor, and the covariance between structural shocks. Standard deviations of permanent and transitory innovations are estimated at about 12% and 22%, respectively. The over-identification statistic rejects the model. In column 2, to capture the life cycle hump, I add to the previous set of moments the relative average log-consumption at age 45 to age 30, and at age 65 to age 45. Results show that these additional moments bring crucial information for the identification of the time discount factor—it becomes lower in magnitude and statistically significant. To fit the hump, consumers should be impatient enough and face substantial uncertainty in their income—both volatility of transitory and permanent shocks are estimated to be larger compared with the results in column 1. I estimate the correlation between the structural shocks at about $-0.63$. The model fit slightly improves compared with the model in column 1 but still remains unsatisfactory.

In column 3, I use the same set of moments but estimate the relative risk aversion parameter. The estimate of the relative risk aversion is about 6, significant at the 5% level. The rest of the parameters are precisely estimated, with an estimate of the correlation between structural income shocks of about $-0.5$. In column 4, I allow for the measurement and imputation error in consumption, assuming that the log-error is distributed as iid $N(0, \sigma_{uC}^2)$, where $\sigma_{uC}^2 = 0.24$ (see Section 4.2.1). The point estimates of the parameters are essentially the same as in column 3. Even though the measurement error is large, it is averaged out while constructing the average log-consumption profile and does not affect appreciably the other moments. Since it does not affect the identifying information (see also row 1 of Table 4 Panel B), it also does not affect the estimated parameters. In column 5, I allow for measurement error in income only. I assume that the measurement error in income explains 25% of the variance of income growth, and that the
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23 For a discussion of the difficulties involved in estimation of the relative risk aversion parameter in macro data see, e.g., a monograph by Hall (2005).
log-error is distributed as $iidN(0, \sigma^2_{it})$. The estimate of the variance of income growth for the sample of households with income and consumption information is 0.082 (see Table 7). Thus, I set $\sigma_{it}$ to 0.101. Allowance for the measurement error in income leads, quite predictably, to a significant reduction of an estimated volatility of transitory shocks. The rest of the parameters do not change much compared with the results in column 4. In column 6, I allow for measurement errors both in consumption and income. The results are essentially the same as in column 5.

In column 7, I utilize a larger set of moments which includes the entire relative log-consumption profile over the life cycle, measured by the ratio of average log-consumption at ages 25 and higher to the average log-consumption at age 24. The relative risk aversion parameter is now significant at the 1% level, and the model cannot be rejected using the $J$-test. The time discount factor is estimated at about 0.90; the relative risk aversion—at about 7.0; the volatility of permanent and transitory shocks—at 12% and 17%, respectively; and the correlation between the shocks—at negative 0.65. If the model is true, imposing zero correlation between permanent and transitory shocks will bias estimates of the structural parameters. I explore this issue in column 8 of Table 8. Compared to column 7, I obtain much lower point estimates for the time discount factor, the volatility of permanent and transitory shocks, and a much larger estimate for the relative risk aversion parameter. The difference between the estimates of permanent and transitory shocks in column 7 and 8 is significant at the 10% and 5% levels, respectively. Apparently, zero correlation between structural shocks allows for a lower volatility of transitory income shocks (see Appendix A1, e.g., models 2 and 5). Since the bulk of the shocks to log-income are transitory and a large fraction of them is smoothed, the effect of smoothing in the model, reflected in low coefficients on income growth in regressions of consumption growth on income growth at one and five-year horizons, is achieved by a much larger point estimate of the relative risk aversion and a much lower point estimate of the time discount factor. These estimates of behavioral parameters, coupled with lower estimates of idiosyncratic permanent and transitory income volatility, fit well the hump-shaped relative log-consumption profile. I find the estimates in column 7, where structural shocks are allowed to be contemporaneously correlated, more plausible. I will later test the models of column 7 and 8 formally.

The results in column 7 may be affected by an insignificant and low estimate of the sensitivity of current consumption growth to lagged income growth (see Table 5). In column 9 of Table 8 I show that this is not the case: the point estimates for the model in column 9, where I do
not utilize the information on the sensitivity of current consumption growth to lagged income growth, are practically the same as in column 7.

In column 10 of Table 8, I fix the standard deviation of permanent shocks at 0.1219, the estimate from an unrestricted estimation in column 7 of Table 8: if log-income contains a random walk component, the volatility of permanent shocks should be identified for any covariance-stationary model of the transitory component, and any value for the contemporaneous correlation between the structural shocks. The results are the following. The volatility of transitory shocks is estimated at 14.0%, about 3% lower than the value obtained in the unrestricted estimation. The result corresponds to the decomposition exercise performed in Appendix A1: for the same volatility of permanent shocks, income models with negative covariance between structural shocks feature transitory shocks with a larger volatility and, therefore, have relatively smaller permanent components. Simulations in the first three rows of Table 4 Panel A show that models with the same behavioral parameters, the same reduced form income parameters but a differently sized permanent component should result in a similar fit of the log-consumption profile but different joint dynamics of consumption and income. In particular, a relatively larger permanent component will be reflected in larger estimates of consumption sensitivity to income growth. Since the estimates of the time discount factor and the relative risk aversion parameter in column 10 are virtually the same as those in column 7, one may expect that the model in column 10 fails at predicting the joint dynamics of income and consumption. Indeed, this turns out to be true: the model in column 10 substantially over-predicts sensitivity of consumption growth to current and lagged income growth, and consumption to income growth cumulated over the five-year horizon, while having a similar fit of the relative log-consumption profile as model 7.\textsuperscript{24} The relative log-consumption profiles from the data and the model in column 7 of Table 8 are depicted in Figure 6.\textsuperscript{25}

Comparison of the models in columns 7 and 10 brings an important result: to adequately fit the joint dynamics of income and consumption, one needs to properly identify the relative size of the permanent component, determined by the volatilities of permanent and transitory shocks and the covariance between them.

\textsuperscript{24}In the data, $\beta_1$ is estimated at 0.06, $\beta_2$—at 0.017, and $\beta_5$—at 0.247. In the model in column 7 of Table 8, $\hat{\beta}_1 = 0.041$, $\hat{\beta}_2 = 0.018$, and $\hat{\beta}_5 = 0.297$. In the model in column 10 of Table 8, $\hat{\beta}_1 = 0.145$, $\hat{\beta}_2 = 0.063$, and $\hat{\beta}_5 = 0.346$.

\textsuperscript{25}The models in columns 8 and 10 produce the profiles that are hardly distinguishable from the profile of the model in column 7 of Table 8.
In Table 9, I re-estimate the models of columns 7 and 8 of Table 8, using an optimal weighting matrix in the MSM estimation. The optimal weighting matrix is constructed at the parameter estimates of the unrestricted model of column 7. Using the optimal weighting matrix, for both models, I obtain slightly larger estimates for the time discount factor, and the variance of transitory and permanent income shocks, and a lower estimate for the relative risk aversion parameter. The correlation between structural income shocks is now estimated at \(-0.60\) and is significant at the 1\% level. The distance statistic indicates that one can reject the no-correlation model in favor of the model with correlated permanent and transitory shocks at any conventional level of significance.

5.2 Discussion and Comparison to the Literature

How do my results compare to results in the literature? The time discount factor is estimated to be lower than in Gourinchas and Parker (2001) but compares well with the recent estimates of exponential discounting models in Laibson, Repetto, and Tobacman (2007). The estimate of the relative risk aversion parameter is about 6, and is comparable with the estimates in Cagetti (2003) and Nielsen and Vissing-Jørgensen (2006).

The parameters of the income process are precisely estimated and indicate substantial idiosyncratic income uncertainty over the life cycle. Consistent with the literature on the univariate income dynamics at the household level, the volatility of permanent shocks is smaller than the volatility of transitory shocks.\(^{26}\) I find that the contemporaneous covariance between transitory and permanent shocks is negative, with the correlation of about \(-0.60\). The null hypothesis of zero correlation between transitory and permanent shocks can be easily rejected.

\(^{26}\)Storesletten, Telmer, and Yaron (2004) estimate an AR(1) process for idiosyncratic log-income and find that it is highly persistent, with an auto-correlation coefficient of about 0.95. Their estimates (p. 705, Table 2) can be used to infer that the (unconditional) standard deviation of persistent ("permanent") shocks ranges from 0.13 to 0.21 while the standard deviation of the white noise transitory shock ranges from 0.24 to 0.56. Carroll and Samwick (1997), for their full sample, estimate the standard deviation of the permanent component to be equal to 0.15, and the standard deviation of the transitory component to be equal to 0.21. Estimates of Gourinchas and Parker (2001) for their total sample are: 0.15—for the standard deviation of permanent shocks and 0.21—for the standard deviation of transitory white noise shocks. The estimates of Blundell, Pistaferri, and Preston (2005a) can be used to infer that the (unconditional) standard deviation of permanent shocks is equal to 0.15 while the (unconditional) standard deviation of transitory shocks (to the moving average transitory component) is equal to 0.20. The estimates of Meghir and Pistaferri (2004) for their pooled sample are: 0.18—for the (unconditional) standard deviation of permanent shocks, and 0.21—for the upper bound of the (unconditional) standard deviation of transitory shocks (to the moving average transitory component). The estimates of Cocco, Gomes, and Maenhout (2005) are: 0.10—for the standard deviation of permanent shocks and 0.27—for the standard deviation of white noise transitory shocks. These papers assume that the covariance between transitory and permanent shocks is equal to zero. They use data from the PSID with different sample selection criteria and time span. My estimates of the volatility of permanent and transitory shocks fall within the interval of estimates in the just cited literature.
There are many plausible explanations for the correlation between structural income shocks found in the data. In economic terms, the sign of the covariance may indicate that unfavorable permanent shocks to disposable household income, like the deterioration of head’s health or head’s long-term unemployment, are partially offset by increases in the transitory income, like spousal temporary work, or unemployment compensations from the government. It is also likely that this offsetting effect will manifest itself at the annual frequency, the frequency I use for modelling the consumption behavior in the life cycle buffer stock model. Consider another explanation for this finding. Household income derives from multiple sources: the wage of wife and head, transfer income of various sorts, (labor part of) business and farm income, (labor part of) income from roomers and boarders, bonuses, overtime and tips. As an example, if a household experiences a negative shock to the head’s wages, plausibly assumed to be in the list of permanent shocks, it may compensate the adverse effect by temporarily leasing available housing.

Finally, news about household income may arrive at a frequency higher than the annual one. Thus, when a household receives positive news about its permanent income and the shock takes full effect after the reporting period of the PSID, the household permanent income jumps to its new higher level, and the transitory income falls—to ensure that the sum of permanent and transitory components is identical to the reported level of income.\textsuperscript{27}

From a forecasting perspective, the presence of correlation between structural income shocks helps improve the forecast of one type of shock when a shock of another type arrives.\textsuperscript{28} This forecasting ability may be revealed in household choices of consumption over the life cycle.

6 Conclusions

I analyze the plausible situation when households have better information about income components than econometricians. In this case, the structure of the income process that econometricians can identify from the univariate dynamics of household income may differ from the true, more complicated, income structure.

I argue that households’ unique information about income components should be reflected

\textsuperscript{27} I thank Chris Carroll for suggesting this idea. The idea is also expressed in Friedman (1963), Section 2.2.
\textsuperscript{28} E.g., if a household observes the transitory shock \( u_{it}^T \), it may forecast the permanent shock using a forecasting regression \( u_{it}^P = \rho \frac{\sigma_{uT}}{\sigma_{uP}} u_{it}^T + \epsilon_{it} \), where \( \rho \) is the correlation between the shocks, and \( \epsilon_{it} \) is an error term orthogonal to \( u_{it}^T \).
in their consumption behavior. I simulate a life cycle buffer stock model and find that different decompositions of the same reduced form income process imply different model moments such as those related to sensitivity of consumption growth to current and lagged income growth; sensitivity of cumulative consumption growth to cumulative income growth over the five-year horizon; and the relative life cycle log-consumption profile. I use these moments estimated from empirical data to identify the parameters of the income process, including the correlation between structural income shocks. The latter is not identified from the univariate dynamics of household income.

I estimate a structural life cycle buffer stock model utilizing household consumption and income data from the CEX and the PSID. I find a significant negative contemporaneous correlation between permanent and transitory shocks of about –0.60. The estimates of the time discount factor and the relative risk aversion parameter are precise and plausible. I find that the relative risk aversion parameter is about 6.0 and the time discount factor is 0.92.

Correct identification of the components of the income process improves specification of the consumption function and estimation of the behavioral parameters. I can easily reject the no-correlation model in favor of the model with correlated shocks. I also find that an adequate fit of the joint dynamics of consumption and income requires the proper identification of the relative size of the permanent component.
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**Figure 1: Household Consumption Profile Over the Life Cycle. Total PSID Sample**

**Figure 2: Household Relative Log-Consumption Profile Over the Life Cycle. Average Log-Consumption at Ages 25–64 Relative to the Average Log-Consumption at Age 24**
Figure 3: Household Relative Log-Consumption Profile Over the Life Cycle
Table 1: Auto-Covariances of the First Differences in Log-Idiosyncratic Income

<table>
<thead>
<tr>
<th>Auto-Covariance of Order</th>
<th>Value</th>
<th>St. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0864</td>
<td>0.0062</td>
</tr>
<tr>
<td>1</td>
<td>-0.0242</td>
<td>0.0040</td>
</tr>
<tr>
<td>2</td>
<td>-0.0044</td>
<td>0.0033</td>
</tr>
<tr>
<td>3</td>
<td>-0.0026</td>
<td>0.0032</td>
</tr>
<tr>
<td>4</td>
<td>-0.0008</td>
<td>0.0031</td>
</tr>
</tbody>
</table>

Notes: Income data are the residuals from cross-sectional regressions of the sum of head’s and wife’s real disposable income on the head’s education, the household’s state of residence, second degree polynomial in the head’s age, and race. The data are drawn from 1969–1997 annual family files of the PSID. I select households with married heads aged between 24 and 65. For each year, cross sectional regressions are performed for seven age groups: heads of age 24–29, heads of age 30–35, . . . , heads of age 60–65. I drop top-coded observations, and observations for households with reported zero head’s labor income. In addition, I drop observations with an absolute percentage change in the income residual greater than or equal to 300% or with real income below 1,000 of 1982–1984 dollars. A household contributes an observation on income difference if it has stable family composition between years t and t – 1. A household is present in the data if at least one income difference is non-missing. Auto-covariances represent the averages of unique elements of the variance-covariance matrix of log income changes corresponding to the theoretical auto-covariances of a given order. Asymptotic standard errors in parentheses.

Table 2: Test of the Null Hypothesis of Zero Auto-covariance in All Time Periods

<table>
<thead>
<tr>
<th>Order</th>
<th>Statistics</th>
<th>DF</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>750</td>
<td>27</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>68.91</td>
<td>26</td>
<td>9.55 * 10^{-6}</td>
</tr>
<tr>
<td>3</td>
<td>30.46</td>
<td>25</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td>31.02</td>
<td>24</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Notes: The test statistic is distributed as $\chi^2$ with degrees of freedom equal to the number of (zero) restrictions (the number of unique auto-covariances of a given order in the estimated variance-covariance matrix). See Appendix A of Abowd and Card (1989) for details of its construction.
Table 3: Estimates of the Reduced Form Income Process

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\theta} )</td>
<td>-0.3624 (0.0076)</td>
</tr>
<tr>
<td>( \hat{\sigma}_\epsilon^2 )</td>
<td>0.0514 (0.0009)</td>
</tr>
<tr>
<td>DF</td>
<td>404</td>
</tr>
<tr>
<td>( \chi^2 )</td>
<td>807.29 (0.00)</td>
</tr>
</tbody>
</table>

Notes: The estimated process is \( \Delta y_{it} = (1+\theta L)\epsilon_{it} \), where \( \Delta y_{it} \) denotes the change in idiosyncratic household log-income, \( \theta \) is a moving average parameter, and \( \epsilon_{it} \sim iid(0, \sigma^2_\epsilon) \). Model is estimated by the method of optimal minimum distance. Standard errors in parentheses; p-value for the quality of the fit in parentheses, under the value of the \( \chi^2 \) statistics.
Table 4: Sensitivity of Consumption to Income, Relative Life Cycle Log-Consumption Profile, and the Reduced Form Income Process Parameters for the Data from a Simulated Model.

<table>
<thead>
<tr>
<th>Model1</th>
<th>( \log \frac{C_{45}}{C_{30}} )</th>
<th>( \log \frac{C_{65}}{C_{45}} )</th>
<th>( \hat{\beta}_1 )</th>
<th>( \hat{\beta}_2 )</th>
<th>( \hat{\beta}_5 )</th>
<th>( \hat{\alpha} )</th>
<th>( \text{Var}(\Delta \log Y_{it}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PANEL A</td>
<td>( \text{Benchmark} )</td>
<td>1.05</td>
<td>1.005</td>
<td>0.121</td>
<td>0.044</td>
<td>0.421</td>
<td>-0.317</td>
</tr>
<tr>
<td></td>
<td>( \text{corr}(\epsilon_p^{it}, \epsilon_t^{it}) = -0.5 )</td>
<td>(0.016)</td>
<td>(0.014)</td>
<td>(0.004)</td>
<td>(0.001)</td>
<td>(0.012)</td>
<td>(0.002)</td>
</tr>
<tr>
<td></td>
<td>( \text{Benchmark} )</td>
<td>1.05</td>
<td>1.004</td>
<td>0.268</td>
<td>0.089</td>
<td>0.486</td>
<td>-0.314</td>
</tr>
<tr>
<td></td>
<td>( \text{corr}(\epsilon_p^{it}, \epsilon_t^{it}) = 0.0 )</td>
<td>(0.017)</td>
<td>(0.015)</td>
<td>(0.013)</td>
<td>(0.003)</td>
<td>(0.019)</td>
<td>(0.002)</td>
</tr>
<tr>
<td></td>
<td>( \text{Benchmark} )</td>
<td>1.05</td>
<td>1.003</td>
<td>0.353</td>
<td>0.116</td>
<td>0.522</td>
<td>-0.314</td>
</tr>
<tr>
<td></td>
<td>( \text{corr}(\epsilon_p^{it}, \epsilon_t^{it}) = 0.5 )</td>
<td>(0.011)</td>
<td>(0.009)</td>
<td>(0.011)</td>
<td>(0.003)</td>
<td>(0.013)</td>
<td>(0.002)</td>
</tr>
</tbody>
</table>

| PANEL B | \( \sigma_C^{it} = 0.24 \) | -0.24% | -0.23% | 0.84% | 0.51% | 0.41% | -0.16% | 0.3% |
| | \( \text{corr}(\epsilon_p^{it}, \epsilon_t^{it}) = -0.5 \) | \( \text{corr}(\epsilon_p^{it}, \epsilon_t^{it}) = 0.085 \) | -0.20% | -0.20% | 13.98%** | 11.03% | 2.02% | -0.48% | -0.12% |
| \( \beta = 0.90 \) | \( \text{corr}(\epsilon_p^{it}, \epsilon_t^{it}) = -0.5 \) | -2.92% | -4.63%** | 17.90% | 17.44%* | 10.83% | -0.28% | 0.09% |
| \( \beta = 1.0 \) | \( \text{corr}(\epsilon_p^{it}, \epsilon_t^{it}) = -0.5 \) | 3.0% | 5.12%** | -6.78% | -9.81%*** | -3.57% | -0.20% | -0.15% |
| \( \rho = 1.0 \) | \( \text{corr}(\epsilon_p^{it}, \epsilon_t^{it}) = -0.5 \) | -5.23%*** | -6.86%*** | 58.88%* | 43.09%* | 26.47%** | -0.17% | 0.1% |
| \( \rho = 7.0 \) | \( \text{corr}(\epsilon_p^{it}, \epsilon_t^{it}) = -0.5 \) | 2.78% | 2.24% | -63.69%*** | -9.81%*** | -3.38% | -0.04% | -0.13% |

Notes: \( \hat{\beta}_1 \) and \( \hat{\beta}_2 \) are the slope coefficients from an OLS regression \( \Delta \log C_{it} = \text{const} + \beta_1 \ast \Delta \log Y_{it} + \beta_2 \ast \Delta \log Y_{it-1} + \epsilon_{it} \). \( \hat{\beta}_5 \) is the slope coefficient from an OLS regression \( \Delta \log C_{it} = \text{const} + \beta_5 \ast \Delta \log Y_{it} + u_{it} \), where \( \Delta \log x_t = \log x_t - \log x_{t-k} \). Income persistence is the slope coefficient from an OLS AR(1) regression \( \Delta \log Y_{it} = \text{const} + \alpha \ast \Delta \log Y_{it-1} + \epsilon_{it} \). Each simulated economy is populated by 5,000 ex ante identical consumers observed during 42 periods (ages 24-65). The results in rows 1-3 of Panel A are the averages of the corresponding statistics over 50 repetitions. Standard errors, calculated as the standard deviations of the corresponding statistics over 50 repetitions, in parentheses. In panel B, the cell entries are the percentage changes of the model statistics relative to those in the first row of Panel A. The benchmark model of the first row of Panel A, the time discount factor is 0.95, the coefficient of relative risk aversion is 4.0, the standard deviation of permanent shocks is 0.1445, the standard deviation of transitory shocks is 0.1773, the covariance between the shocks is -0.0128, there are no measurement errors in income and consumption, the reduced form income model’s parameters are as in Table 3. **significant at the 1% level, ***significant at the 5% level, *significant at the 10% level.
Table 5: Sensitivity of Consumption Growth to Current and Lagged Income Growth

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \log Y_{it}$</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
</tr>
<tr>
<td>$\Delta \log Y_{it-1}$</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
</tr>
<tr>
<td>$\Delta f_a$</td>
<td>-0.016</td>
</tr>
<tr>
<td></td>
<td>(0.098)</td>
</tr>
<tr>
<td>Age$_{it}$</td>
<td>-0.003</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
</tr>
<tr>
<td>Age$_{it}^2/100$</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.137</td>
</tr>
<tr>
<td></td>
<td>(0.123)</td>
</tr>
<tr>
<td>Number of households</td>
<td>2,359</td>
</tr>
<tr>
<td>Number of observations</td>
<td>10,923</td>
</tr>
<tr>
<td>Adj. R$^2$</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Notes: Income data are from the 1980–1999 surveys of the PSID. Income is measured as the combined taxable income of head and wife, net of federal income taxes, social security, and Medicare taxes. Total consumption is imputed to the PSID households. Consumption and income data are “cleaned” of cohort, time, and idiosyncratic family size effects. Family size is the sample average of family size across households of a certain age. Standard errors in parentheses.
Table 6: Sensitivity of Cumulative Consumption to Cumulative Income Growth over the 5-year Horizon

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_5 \log Y_{it}$</td>
<td>0.247</td>
<td>(0.03)</td>
</tr>
<tr>
<td>$\Delta_5 f_a$</td>
<td>0.193</td>
<td>(0.083)</td>
</tr>
<tr>
<td>Age$_{it}$</td>
<td>0.037</td>
<td>(0.02)</td>
</tr>
<tr>
<td>Age$_{it}^2$/100</td>
<td>-0.039</td>
<td>(0.019)</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.649</td>
<td>(0.492)</td>
</tr>
</tbody>
</table>

Number of households: 1,307
Number of observations: 3,314
Adj. $R^2$: 0.032

Notes: See notes to Table 5. $\Delta_5 x_{it}$ is defined by $x_{it} - x_{it-5}$. Standard errors in parentheses.

Table 7: Parameters of the Reduced Form Income Process

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \log Y_{it-1}$</td>
<td>-0.347</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.012</td>
<td>(0.003)</td>
</tr>
</tbody>
</table>

Number of households: 2,359
Number of observations: 10,923
Adj. $R^2$: 0.108

Var($\Delta \log Y_{it}$): 0.082 (0.249)
Number of households: 2,453

Notes: See notes to Table 5. Standard errors in parentheses.
### Table 8: Estimation Results: Diagonal Weighting Matrix

<table>
<thead>
<tr>
<th>Moments*</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\beta}_1, \hat{\beta}_2, \hat{\alpha}, \hat{\beta}_5,$</td>
<td>as in (1), and $\log C_{45}/\log C_{30},$</td>
<td>as in (1), and $\log C_{45}/\log C_{30},$</td>
<td>as in (2), $\log C_{45}/\log C_{30},$</td>
<td>as in (2), $\log C_{45}/\log C_{30},$</td>
<td>as in (2), $\log C_{45}/\log C_{30},$</td>
<td>as in (1), and $\log C_{45}/\log C_{30},$</td>
<td>as in (7), life cycle profile</td>
<td>as in (7), without $\hat{\beta}_2$</td>
<td>as in (7), without $\hat{\beta}_2$</td>
<td>as in (7), without $\hat{\beta}_2$</td>
</tr>
<tr>
<td>$\text{Var} (\Delta \log Y_{it})$</td>
<td>—</td>
<td>—</td>
<td>(2.6629)</td>
<td>(2.6578)</td>
<td>(2.704)</td>
<td>(2.6586)</td>
<td>(2.7064)</td>
<td>(6.1133)</td>
<td>(2.7053)</td>
<td>(1.1408)</td>
</tr>
<tr>
<td>$\hat{\beta}_1$</td>
<td>0.9997</td>
<td>0.9364</td>
<td>0.9128</td>
<td>0.9128</td>
<td>0.9143</td>
<td>0.9153</td>
<td>0.8939</td>
<td>0.8337</td>
<td>0.8938</td>
<td>0.8980</td>
</tr>
<tr>
<td>$\text{CRRA}$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$\hat{\beta}_2$</td>
<td>0.8939</td>
<td>0.8337</td>
<td>0.8938</td>
<td>0.8980</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0126</td>
<td>0.1455</td>
<td>0.1205</td>
<td>0.1205</td>
<td>0.1181</td>
<td>0.1194</td>
<td>0.1219</td>
<td>0.0856</td>
<td>0.1218</td>
<td>0.1219</td>
</tr>
<tr>
<td>$\sigma_P$</td>
<td>0.0165</td>
<td>0.0157</td>
<td>0.0156</td>
<td>0.0156</td>
<td>0.0156</td>
<td>0.0156</td>
<td>0.0151</td>
<td>0.0146</td>
<td>0.0149</td>
<td>—</td>
</tr>
<tr>
<td>$\sigma_T$</td>
<td>0.2152</td>
<td>0.2322</td>
<td>0.2188</td>
<td>0.2188</td>
<td>0.1589</td>
<td>0.1605</td>
<td>0.1662</td>
<td>0.1329</td>
<td>0.1661</td>
<td>0.1399</td>
</tr>
<tr>
<td>$\text{Implied corr}(\sigma_P, \sigma_T)$</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>9.18</td>
<td>12.61</td>
<td>11.62</td>
<td>10.76</td>
<td>11.54</td>
<td>10.84</td>
<td>18.11</td>
<td>35.61</td>
<td>18.05</td>
<td>32.24</td>
</tr>
<tr>
<td>Degrees of freedom</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>41</td>
<td>42</td>
<td>40</td>
<td>43</td>
</tr>
<tr>
<td>P-value</td>
<td>0.002</td>
<td>0.006</td>
<td>0.003</td>
<td>0.005</td>
<td>0.003</td>
<td>0.004</td>
<td>0.99</td>
<td>0.75</td>
<td>0.99</td>
<td>0.89</td>
</tr>
</tbody>
</table>

**Notes:**
* $\hat{\beta}_1$ and $\hat{\beta}_2$ are the slope coefficients from an OLS regression $\Delta \log c_{it} = \text{const} + \hat{\beta}_1 \Delta \log y_{it} + \hat{\beta}_2 \Delta \log y_{it-1} + \epsilon_{it}$. $\hat{\beta}_5$ is the slope coefficient from an OLS regression $\Delta \log C_{45} = \text{const} + \hat{\beta}_5 \Delta \log y_{it} + u_{it}$, where $\Delta_k \log x_t = \log x_t - \log x_{t-k}$. Income persistence is the slope coefficient from an OLS AR(1) regression $\Delta \log y_{it} = \text{const} + \alpha \Delta \log y_{it-1} + \epsilon_{it}$. Models are estimated by the method of simulated moments. Standard errors corrected for uncertainty in the first stage estimation in parentheses. Standard error for an implied correlation is calculated by the delta method. Weighting matrix used for estimation is the diagonal matrix, where diagonal elements are equal to the diagonal from the inverse of the sample variance-covariance matrix of the second stage moments.
Table 9: Estimation Results: Optimal Weighting Matrix

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>life cycle profile, $\text{Var}(\Delta \log Y_{it})$ as in (1)</td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_1$, $\hat{\beta}_2$, $\hat{\alpha}$, $\hat{\beta}_5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRRA estimated?</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Cons. measur. error</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Inc. measur. error</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Time Discount Factor, $\hat{\beta}$</td>
<td>0.9208 (0.0368)</td>
<td>0.8956 (0.0589)</td>
</tr>
<tr>
<td>CRRA, $\hat{\rho}$</td>
<td>5.9729 (1.9566)</td>
<td>8.5734 (3.1797)</td>
</tr>
<tr>
<td>$\hat{\sigma}_P$</td>
<td>0.1285 (0.0194)</td>
<td>0.1021 (0.0171)</td>
</tr>
<tr>
<td>$\hat{\sigma}_T$</td>
<td>0.1717 (0.0201)</td>
<td>0.1482 (0.0163)</td>
</tr>
<tr>
<td>$\text{cov}(\hat{\sigma}_P, \hat{\sigma}_T)$</td>
<td>-0.0131 (0.0069)</td>
<td>0 (—)</td>
</tr>
<tr>
<td>Implied $\text{corr}(\hat{\sigma}_P, \hat{\sigma}_T)$</td>
<td>-0.5937 (0.2170)</td>
<td>0 (—)</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>15.10</td>
<td>26.45</td>
</tr>
<tr>
<td>Degrees of freedom</td>
<td>41</td>
<td>42</td>
</tr>
<tr>
<td>P-value</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>Distance statistic: (2) vs. (1)</td>
<td>11.35 (0.003)</td>
<td></td>
</tr>
</tbody>
</table>

Notes: See notes to Table 8. Optimal weighting matrix is constructed using the parameter estimates in column 7 of Table 8. p-value for the distance statistic in parentheses, next to its value.
Appendix A: Matching the Moments of the Reduced Form and UC Models

As in the text, suppose that the first differences of log income are described by reduced form MA(1). Thus, the unique moments of the reduced form \((rf)\) are the first- and zero-order auto-covariances:

\[
\gamma^{rf}(0) = (1 + \theta^2)\sigma^2_y,
\]
\[
\gamma^{rf}(1) = \theta \sigma^2_y.
\]

Then, for the structural model \((sf)\) with correlated permanent and transitory components described in the text, I need to match,

\[
\gamma^{sf}(0) = \sigma^2_{u_p} + 2\sigma^2_{u_T} + 2\sigma_{u_T u_T} = \gamma^{rf}(0),
\]
\[
\gamma^{sf}(1) = -\sigma^2_{u_T} - \sigma_{u_T u_T} = \gamma^{rf}(1),
\]

subject to the constraint that the spectrum of reduced form series and the spectrum of the permanent component at frequency zero are equal:

\[
\sigma^2_{u_T} = \gamma^{rf}(0) + 2\gamma^{rf}(1) = (1 + \theta)^2 \sigma^2_y.
\]

The above equation is the identifying condition for the variance of the permanent component. The two preceding equations determine the other two unknowns, \(\sigma_{u_T u_T}\) and \(\sigma_{u_T}\). Since the two equations have three unknowns, there is no unique solution for \(\sigma_{u_T u_T}\) and \(\sigma_{u_T}\). Thus, I choose the grid of covariances between the shocks such that they return the correlation that is less than or equal to one in absolute value. This procedure uniquely determines the variance of the transitory innovation from the following condition:

\[
\sigma^2_{u_T} = -\gamma^{rf}(1) - \sigma_{u_T u_T}.
\]

Appendix A1: Structural Income Processes

The reduced form process for the growth in idiosyncratic income: \(\Delta y_{it} = (1 + \theta L)\epsilon_{it}; \hat{\theta} = -0.3624, \hat{\sigma}^2_y = 0.0514\). The structural income processes are of the form: \(\Delta y_{k, it} = u_{k, it}^{rf} + \Delta u_{k, it}^{rf}, k = 1, \ldots, 9\).

- Model (1): \(\sigma_{u_p} = 0.1445, \sigma_{u_T} = 0.2267, \sigma_{u_T u_p} = -0.0328, \rho_{u_T u_p} = -1.00\).
- Model (2): \(\sigma_{u_p} = 0.1445, \sigma_{u_T} = 0.2010, \sigma_{u_T u_p} = -0.0218, \rho_{u_T u_p} = -0.75\).
- Model (3): \(\sigma_{u_p} = 0.1445, \sigma_{u_T} = 0.1773, \sigma_{u_T u_p} = -0.0128, \rho_{u_T u_p} = -0.50\).
- Model (4): \(\sigma_{u_p} = 0.1445, \sigma_{u_T} = 0.1557, \sigma_{u_T u_p} = -0.0056, \rho_{u_T u_p} = -0.25\).
- Model (5): \(\sigma_{u_p} = 0.1445, \sigma_{u_T} = 0.1364, \sigma_{u_T u_p} = 0.00, \rho_{u_T u_p} = 0.00\).
- Model (6): \(\sigma_{u_p} = 0.1445, \sigma_{u_T} = 0.1196, \sigma_{u_T u_p} = 0.0043, \rho_{u_T u_p} = 0.25\).
- Model (7): \(\sigma_{u_p} = 0.1445, \sigma_{u_T} = 0.1051, \sigma_{u_T u_p} = 0.0076, \rho_{u_T u_p} = 0.50\).
- Model (8): \(\sigma_{u_p} = 0.1445, \sigma_{u_T} = 0.0926, \sigma_{u_T u_p} = 0.01, \rho_{u_T u_p} = 0.75\).
- Model (9): \(\sigma_{u_p} = 0.1445, \sigma_{u_T} = 0.0822, \sigma_{u_T u_p} = 0.0119, \rho_{u_T u_p} = 1.00\).

For each period \(t\), permanent and transitory income shocks are the respective entries of the \(2 \times 1\) vector, \(exp(chol(\Sigma_{u_T u_p}) \times \epsilon_t)\), where \(chol(\Sigma_{u_T u_p})\) is the Cholesky factor of the variance-covariance matrix of structural log-income shocks, and \(\epsilon_t\) is the \(2 \times 1\) vector of independent random normal draws.
Appendix B: Details of Solution of the Life Cycle Consumption Model, and Numerical Procedures

In this appendix, I lay out the details of model solution, and describe the choices made in numerical analysis.

(i) Model Solution.

I assume that the consumption function at age 66 is linear in total wealth: \( c_{T+1} = \kappa_2 x_{T+1} + \kappa_0 \). The Euler equation that links consumption at age 65 and 66 is: \( v(Z_T) U'(c_T) = v(Z_{T+1}) \beta R E_T U'(c_{T+1}) \), and, therefore, consumption at age 65 is \( c_T = (\frac{v(Z_T)}{v(Z_{T+1})})^\hat{\gamma} (\beta R)^{-\hat{\gamma}} (\kappa_2 x_{T+1} + \kappa_0) \), or \( c_T = (\frac{v(Z_T)}{v(Z_{T+1})})^\hat{\gamma} (\beta R)^{-\hat{\gamma}} (\kappa_2 R(x_T - c_T) + \kappa_0 + \kappa_0) \). The last equality follows from the assumption that income at age 66 is non-stochastic, and is equal to the permanent income at age 65. For each value of \( s_T = (x_T - c_T) \), the last equation uniquely determines \( c_T \). Cash-on-hand \( x_T \) at age 65 is obtained by summing \( s_T \) and \( c_T \). The consumption function at age 65, the last working period, \( c_T(x_T) \) is obtained by linear interpolation. For ages 24-65, the consumption function is determined by iterating the Euler equation, \( c_t = \min(x_t, \gamma^* \left[ E_t(c_{t+1}(\frac{R(x_t - c_t)}{\theta} + u_{t+1}^T) + u_{t+1}^T)^{-\rho} (G_{t+1} u_{t+1}^P)^{-\rho} \right]^{1/\rho}, \)

where \( \gamma^* = (\frac{v(Z_t)}{v(Z_{T+1})})^\hat{\gamma} (\beta R)^{-\hat{\gamma}} \). I create a grid of 120 equally spaced points between 0 and 40 in \( s_t = x_t - c_t \), and a 250\times 2 matrix of pre-seeded independent random normal deviates \( \epsilon_1 \), and \( \epsilon_2 \). Expectation is taken over potentially correlated shocks \( u^P \) and \( u^T \), permanent and transitory shocks respectively. Correlated log-normal random draws are obtained by taking the elements of the vector \( \exp(chol(\Sigma_{u^T, u^P}) \epsilon) \), where \( chol(\Sigma_{u^T, u^P}) \) is the Cholesky factor of the variance-covariance matrix of log-permanent and log-transitory shocks, and \( \epsilon \) is the vector of independent random standard normal deviates. This way I obtain a 250 \times 2 matrix of correlated random log-normal deviates. \( E_t(\cdot) \) is calculated as \( \frac{1}{10^8} \sum_{j=1}^{250} \left[ c_{t+1}(\frac{\rho}{\theta} + u_j^T)^{-\rho} (G_{t+1} u_j^P)^{-\rho} \right] \)

for each value of \( s_t \) from the grid, and each pair of \( (u_j^T, u_j^P) \) from the joint distribution of random log-normal shocks. \( x_t \) is calculated as the sum of \( s_t \) and the corresponding choice of consumption, \( c_t \). The consumption function at age \( t \) is linearly interpolated, using the points from \( x_t \) and \( c_t \). If \( x_t \) falls outside an upper bound of the grid, the corresponding consumption is calculated as the value of consumption from the life cycle model without uncertainty. Using the budget constraint and the Euler equation, it is straightforward to show that this value is defined as \( C_t = \frac{1 - (\beta R)^{\hat{\gamma}} R^{-1}}{1 - (\beta R)^{\hat{\gamma}} R^{-1}} (A_t + \sum_{i=0}^{D} R^{-i} Y_{t+i}) \), where \( D \) is the age of death (assumed to be 90), and \( A_t \) is the level of liquid assets at age \( t \). Dividing the equation by \( P_t \), and assuming that income grows deterministically at the gross growth rate \( G_{t+1} \) from \( t \) to \( D \) (set to be 1.0 for all time periods), the value of consumption per permanent income is calculated as \( c_t = \frac{1 - (\beta R)^{\hat{\gamma}} R^{-1}}{1 - (\beta R)^{\hat{\gamma}} R^{-1}} (a_t + (1 - \frac{\gamma R}{\theta})^{\hat{\gamma}} (1 - \frac{\gamma R}{\theta})^{\hat{\gamma}} (1 - \frac{\gamma R}{\theta})^{\hat{\gamma}} (1 - \frac{\gamma R}{\theta})^{\hat{\gamma}}) \), where \( a_t \) is the value of liquid assets relative to the permanent income at age \( t \).

(ii) Initialization of the Model Economy.

I create a matrix of 5000 \times 2 pre-seeded random draws for permanent and transitory shocks, and simulate the economy populated by 5,000 households, each with unique income history, using the age-dependent consumption functions \( \{c_t(x_{it})\}_{i=1}^{24} \). In the beginning period of the life cycle, at age 24, each household obtains a draw from the estimated empirical distribution of the wealth-to-permanent income ratio at age 24, and a transitory shock. The sum of these draws defines initial cash-on-hand. I use the estimates of mean and variance of the distribution of initial liquid wealth-to-permanent income ratio to generate a 5000 \times 1 vector of pre-seeded log-normal draws from this distribution. To initialize the permanent income, for each household I take a draw from the estimated distribution of permanent income at age 24. I describe estimation of parameters of both initial distributions in Appendix D. Once the economy is generated, I calculate the (second stage) model moments used in optimization. During optimization search, created sequences of random draws are kept the same.

(iii) Optimization Procedure.

I use the constrained optimization module (CO) in GAUSS to find the model parameters \( \hat{\theta} \). I impose the following bounds on the parameters: \( \beta \in [0,1], \rho \in [0,\infty), \sigma_{u^T} \in [0,\infty), \sigma_{u^P} \in [0,\infty) \).
and \( \sigma_u \tau_u \in (-\infty, \infty) \). To obtain a “proper” variance-covariance matrix of income shocks within an optimization routine, I constrain it to be positive definite. Specifically, I require that the eigenvalues of the variance-covariance matrix are positive.

**Appendix C: MSM Standard Errors and an Over-identification Test**

In this appendix, I discuss estimation of standard errors of the MSM parameters, and construction of an over-identification statistic.

For each household in the data, the difference between the data moments and simulated moments is defined by the vector:

\[
h_d^i - h^s = \begin{pmatrix}
\log \frac{C_{i,25}}{C_{24}} - \log \frac{C_{25}'}{C_{24}'} (\theta, \hat{\chi}) \\
\log \frac{C_{i,26}}{C_{24}} - \log \frac{C_{26}'}{C_{24}'} (\theta, \hat{\chi}) \\
\vdots \\
\log \frac{C_{i,65}}{C_{24}} - \log \frac{C_{65}'}{C_{24}'} (\theta, \hat{\chi}) \\
(1_T \sum_{t=1}^T (\Delta \log y_{it})^2 - \frac{1}{I_s^* T} \sum_{t=1}^T \sum_{i=1}^{I_s} (\Delta \log y_{it})^2 (\theta, \hat{\chi})) 
\end{pmatrix}.
\]

The superscript \( d \) denotes data; \( s \) denotes simulation; \( I_d \) is the number of households in the data contributing towards estimation of the moment; \( I_s \) is the number of simulated households; and \( \hat{\chi} \) is a vector of the pre-estimated first stage moments.

The cross-sectional population mean of the vector, \( g_{I_s} (\theta, \hat{\chi})' W g_{I_s} (\theta, \hat{\chi}) \), is equal to a vector of zeros. The MSM estimate \( \hat{\theta} \) is the minimizer of the criterion function:

\[
g_{I_s} (\theta, \hat{\chi})' W g_{I_s} (\theta, \hat{\chi}).
\]

Note, for example, that persistence of the reduced form income process is the second element of the vector

\[
\hat{\alpha} = \frac{1}{I_d} \sum_{i=1}^{I_d} \hat{\alpha}_i = \left( \sum_{i=1}^{I_d} \sum_{t=1}^T x_{it}' x_{it} \right)^{-1} \left( \sum_{i=1}^{I_d} \sum_{t=1}^T x_{it}' y_{it} \right),
\]

where \( x_{it} \equiv (1 \Delta \log \bar{y}_{it-1})' \), \( y_{it} \equiv \Delta \log \bar{y}_{it} \), and

\[
\hat{\alpha}_i = I_d \left( \sum_{i=1}^{I_d} \sum_{t=1}^T x_{it}' x_{it} \right)^{-1} \left( \sum_{t=1}^T x_{it}' y_{it} \right),
\]

such that it is ensured that \( \frac{1}{I_d} \sum_{i=1}^{I_d} \hat{\alpha}_i \) returns \( \hat{\alpha} \).

Following Newey and McFadden (1994), Laibson, Repetto, and Tobacman (2007), and Gourinchas and Parker (2001), it can be shown that
\[ \sqrt{T_d}(\hat{\theta} - \theta_0) = -\frac{[g_{I, \theta}(\hat{\theta}; \hat{\chi})'Wg_{I, \theta}(\hat{\theta}; \hat{\chi})]^{-1}g_{I, \theta}(\hat{\theta}; \hat{\chi})'W}{\pi} \sqrt{T_d}g_{I, \theta}(\theta_0; \hat{\chi}), \]

where \( \theta_0 \) is a vector of unknown (“true”) structural parameters; \( \bar{\theta} \) is the mean value; and \( g_{I, \theta}(\cdot; \cdot) \) is a vector of the first partial derivatives of \( g_{I, \theta}(\cdot; \cdot) \) with respect to \( \theta \).

Expand \( g_{I, \theta}(\theta_0; \hat{\chi}) \) around \( \chi_0 \), a vector of unknown (“true”) first stage moments, to obtain:

\[ \sqrt{T_d}(\hat{\theta} - \theta_0) = -\Pi \sqrt{T_d}[g_{I, \theta}(\theta_0; \chi_0) + g_{I, \chi}(\theta_0; \chi_0)(\hat{\chi} - \chi_0)], \]

where \( g_{I, \chi}(\theta; \hat{\chi}) \) is a vector of the first partial derivatives of \( g_{I, \chi}(\cdot; \cdot) \) with respect to \( \chi \).

By definition,

\[ \sqrt{T_d}g_{I, \theta}(\theta_0; \chi_0) \equiv \sqrt{T_d}\left[ \frac{1}{I_d} \sum_{i=1}^{I_d} h_i^d - h^*(\theta_0; \chi_0) \right] \]

\[ = \sqrt{T_d}\left[ \frac{1}{I_d} \sum_{i=1}^{I_d} h_i^d - h(\theta_0; \chi_0) \right] + \underbrace{\sqrt{T_d}[h(\theta_0; \chi_0) - h^*(\theta_0; \chi_0)],}_{A} \]

\[ + \sqrt{T_d}[h(\theta_0; \chi_0) - h^*(\theta_0; \chi_0)], \]

where \( A \) is the (scaled) difference between the sample and “true” moments, and \( B \) is the (scaled) difference between the “true” and simulated moments.

Note that

\[ A \equiv \sqrt{T_d}g(\theta_0; \chi_0) \longrightarrow N(0, \Sigma_g). \]

For the moments defining the relative log-consumption profile, the typical diagonal element of \( \Sigma_g \) is:

\[ E\{\left[ \sqrt{T_d}\left[ \frac{1}{I_d} \sum_{i=1}^{I_d} \left( \log \frac{C_{i, 65}}{C_{i, 45}} - \log \frac{C_{i, 65}}{C_{i, 45}} \right) \right] \right]^2 \}. \]

Define \( \log \frac{C_{i, 65}}{C_{i, 45}} - \log \frac{C_{i, 65}}{C_{i, 45}} \equiv \log C_{i, 65/45} \). Then, assuming that household deviations \( \log C_{i, 65/45} \) are independent, an empirical analog of the above equation can be calculated by:

\[ \frac{1}{I_d} E\{\left[ \sum_{i=1}^{I_d} \log C_{i, 65/45} \right] \left[ \sum_{i=1}^{I_d} \log C_{i, 65/45} \right]' \} \]

\[ = \frac{1}{I_d} [E(\log C_{i, 65/45}'\log C_{i, 65/45}') + E(\log C_{i, 65/45}'\log C_{i, 65/45}') + \ldots + E(\log C_{i, 65/45}'\log C_{i, 65/45}')] \]

\[ = Var(\log C_{i, 65/45}). \]

Similarly, for the OLS moments, the typical diagonal element of \( \Sigma_g \) is:
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\[ E\{ (\sqrt{T_d} \frac{1}{T_d} \sum_{i=1}^{T_d} (\tilde{a}_i - E(\alpha_i))) (\sqrt{T_d} \frac{1}{T_d} \sum_{i=1}^{T_d} (\tilde{a}_i - E(\alpha_i)))' \}. \]

Define \( \tilde{a}_i - E(\alpha_i) \equiv \tilde{a}_i \). Then, assuming that household OLS errors are independent, an empirical analog of the above equation can be calculated as:

\[ E\{ (\sqrt{T_d} \frac{1}{T_d} \sum_{i=1}^{T_d} \tilde{a}_i) (\sqrt{T_d} \frac{1}{T_d} \sum_{i=1}^{T_d} \tilde{a}_i)' \} = \frac{1}{T_d} E[ (\sum_{i=1}^{T_d} \tilde{a}_i)(\sum_{i=1}^{T_d} \tilde{a}_i)' ] = \frac{1}{T_d} [E(\tilde{a}_1\tilde{a}_1') + \ldots + E(\tilde{a}_d\tilde{a}_d')]
\]

\[ = \text{Var}(\tilde{a}_i). \]

Also,

\[ B \equiv \sqrt{T_d} \frac{\sqrt{T_s}}{\sqrt{T_d}} [h(\theta_0; \chi_0) - h^*(\theta_0; \chi_0)] = \frac{\sqrt{T_d}}{\sqrt{T_s}} \sqrt{T_s} [h(\theta_0; \chi_0) - h^*(\theta_0; \chi_0)] \longrightarrow N(0, \Sigma_g \frac{I_d}{T_s}). \]

Thus,

\[ \sqrt{T_d} g_{t,1}(\theta_0; \chi_0) \longrightarrow N(0, \Sigma_g) + N(0, \Sigma_g \frac{I_d}{T_s}) \longrightarrow N(0, \Sigma_g[1 + \frac{I_d}{T_s}]). \]

Note also that

\[ \sqrt{T_d} g_{t,\chi}(\theta_0; \chi_0) = \frac{\sqrt{T_d}}{\sqrt{T_1}} G_\chi \sqrt{T_1}(\tilde{\chi} - \chi_0) \equiv C \longrightarrow N(0, \frac{I_d}{T_1} G_\chi \Sigma_\chi G_\chi'), \]

where \( I_1 \) is the scalar rate of convergence of the first stage moments and \( G_\chi \equiv g_{t,\chi}(\theta_0; \chi_0) \), consistently estimated by \( g_{t,\chi}(\tilde{\theta}; \tilde{\chi}) \).

For the first stage moments defining deviations of an individual income growth from the average income growth profile, the typical diagonal element of \( \Sigma_\chi \) is:

\[ E[ (\sqrt{T_1} \frac{1}{T_1} \sum_{i=1}^{T_1} (\log \tilde{y}_{i,25} - \log \tilde{y}_{i,24} - (\log \tilde{y}_{25} - \log \tilde{y}_{24})))(\sqrt{T_1} \frac{1}{T_1} \sum_{i=1}^{T_1} (\log \tilde{y}_{i,25} - \log \tilde{y}_{i,24} - (\log \tilde{y}_{25} - \log \tilde{y}_{24})))' ]. \]

Define \( \log \tilde{y}_{i,25} - \log \tilde{y}_{i,24} - (\log \tilde{y}_{25} - \log \tilde{y}_{24}) \equiv \tilde{y}_{i,25/24} \). Then, assuming that household deviations around the average income growth path are independent, the above equation becomes:

\[ E[ (\sqrt{T_1} \frac{1}{T_1} \sum_{i=1}^{T_1} \tilde{y}_{i,25/24})(\sqrt{T_1} \frac{1}{T_1} \sum_{i=1}^{T_1} \tilde{y}_{i,25/24})' ]
\]

\[ = \frac{1}{T_1} [E(\log \tilde{y}_{i,25/24})\tilde{y}_{i,25/24}') + \ldots + E(\log \tilde{y}_{i,25/24})\tilde{y}_{i,25/24}')]
\]

\[ = \text{Var}(\log \tilde{Y}_{i,25/24}). \]

Summarizing,
\[ \sqrt{I_d (\hat{\theta} - \theta_0)} = -\Pi (A + B + C) \rightarrow -\Pi [N(0, \Sigma_\theta (1 + \frac{I_d^t}{I_d}) ) + N(0, \frac{I_d^t G_\chi \Sigma_\chi G_\chi^t})] \rightarrow N(0, V_\theta), \]

where

\[ V_\theta = [G_\theta^t W G_\theta]^{-1} G_\theta^t W [\Sigma_\theta (1 + \frac{I_d}{I_d}) + \frac{I_d^t G_\chi \Sigma_\chi G_\chi^t} {I_1}] W G_\theta [G_\theta^t W G_\theta]^{-1}, \]

and \( G_\theta = g_{I, \theta} (\cdot, \cdot). \)

Thus, standard errors of \( \hat{\theta} \) are calculated as the square roots of the diagonal elements of

\[ \text{var} (\hat{\theta}) = \frac{V_\theta}{I_d} = [G_\theta^t W G_\theta]^{-1} G_\theta^t W [\Sigma_\theta (1 + \frac{I_d}{I_d}) + \frac{1}{I_1} G_\chi \Sigma_\chi G_\chi^t] W G_\theta [G_\theta^t W G_\theta]^{-1}. \]

For most estimations, I use a diagonal weighting matrix, with the diagonal elements equal to the inverses of the diagonal elements of \( \Sigma_\theta \), consistently estimated from data. When the optimal weighting matrix, \( W_{\text{opt}} = [\Sigma_\theta (1 + \frac{I_d}{I_d}) + \frac{I_d^t G_\chi \Sigma_\chi G_\chi^t} {I_1}]^{-1} \), is used standard errors are calculated using \( V_\theta = [G_\theta^t W_{\text{opt}} G_\theta]^{-1}. \)

The over-identifying restrictions test statistic is calculated as

\[ I_d g_{I, W_{\text{opt}} g_{I, \theta}}, \]

and is distributed as \( \chi^2 \) with \( \text{dim}(g_{I, \theta}) - \text{dim}(\theta) \) degrees of freedom. The number of households contributing towards estimation of the data moments is different. When calculating the over-identification statistic and standard errors I use “conservative” values of \( I_d \). For the over-identification statistic, I set \( I_d \) to the maximum of \( I_{d1}, I_{d2}, \ldots, I_{dJ} \), where \( I_{dj} \) is the number of households contributing towards estimation of the \( j \)-th moment, and there are \( J \) second stage moments in total used in the MSM. For calculation of standard errors, I set \( I_d \) to the average of \( I_{d1}, \ldots, I_{dJ} \).

Appendix D: Data Used and Sample Selection

(i) Data from the Survey of Consumer Expenditures.

I use the CEX data on total consumer expenditures and food consumption, available at the NBER website. The data set spans the period 1980–1998. The CEX survey is designed by the Bureau of Labor Statistics to construct the CPI at different levels of aggregation. The survey publishes at most four years’ worth of information on individual consumption, along with demographic information. The NBER extracts lump quarter records into one annual record.

Households may enter the survey in the same year but in different quarters. If a household enters the survey, say, in the first quarter of 1981, the earliest consumption information it brings will reflect consumption in the first quarter of 1981.

Total consumption is defined as household total expenditures less expenditures on education, medical expenses, mortgage interest payments, taxes on housing, mortgage principal and mortgage lump-sum payments. It includes food at home and food away from home, clothing, expenses on personal care items, rent, or imputed rent for homeowners, housing operation expenses, personal business expenses (life insurance and business services), transportation expenses (inclusive of the purchases of vehicles), recreation and charity expenses.

I assume that household data belong to year \( t \) if a household starts survey in quarter 1 or 2 of year \( t \), or in quarter 3 or 4 of year \( t - 1 \). This way a household may have as few as six (if it enters the survey in quarter 3 of year \( t - 1 \)), and as many as twelve months of information on spending (if it enters the survey in quarter 1 of year \( t \)) as of year \( t \). I deflate annual food consumption by the BLS food CPI with...
In the CEX, the head of a household is the person who owns or rents the unit of a household residence. In the PSID, the head of a household is male, unless he is permanently disabled (Hill (1992)). These definitions are not directly comparable and it is not clear how to select the CEX households that match the PSID criterion of a male-headed household. Thus, I keep the CEX households “headed” either by a married female or male.

I keep households reporting consumption in all four quarters of the year, whose heads are not part-time or full-time in school, and who are classified as full income reporters. Although I do not use income information from the CEX, the latter restriction is done for comparability with Gourinchas and Parker (2001), and Cagetti (2003). I keep households whose heads are between 24-70 years old, whose real total consumption is greater than real food consumption, and whose real total consumption and real income are greater than 1,000 of real 1982 dollars. I drop households with family size below 2, whose head does not have education, race, age, or state of residence records. Finally, I drop households located above (below) the top (bottom) percentile of real food and consumption distributions. My final CEX sample consists of 21,216 households with complete demographic, food and total consumption data.

(ii) Data from the Panel Study of Income Dynamics.

The Panel Study of Income Dynamics (PSID) started in 1968, interviewing 4,802 households. Sixty per cent of the households interviewed in 1968 belong to the “core” representative sample, the other portion is known as the low-income SEO (Survey of Economic Opportunity) sample. The PSID followed these original households and households initiated by their offsprings over time, collecting a panel data set on income, wealth, demographic information, food consumption, and housing. I use the PSID data for 1980–1998, the same time span over which I have data on consumption and demographics in the CEX. To have a more representative sample, I drop SEO households and their offsprings from my sample. The PSID has consistently collected only two items of consumption over time: food consumption at home and food consumption away from home (excluding food at work). Since I am interested in total household consumption and income dynamics over the life cycle, I use the superior (to the CEX) income data from the PSID, and impute total consumption to the PSID households, using demand for food equation estimated on the CEX data. Most of the studies that use food consumption from the PSID assume that food consumption recorded in survey year \( t \) reflects the typical weekly food consumption flow in year \( t - 1 \) (annual food consumption is obtained by multiplying weekly food consumption by 52). In this paper, I adopt the same strategy. Over the time span considered, the PSID did not collect food consumption data for 1988 and 1989. Correspondingly, my final sample of analysis lacks food and total consumption data for 1987 and 1988. Food away from home and food at home are deflated by their respective 1982–1994 CPIs taken from the BLS. I drop top-coded observations on food consumption. As with the CEX data, I use the CPI indices for the third month of the first quarter of a given year. Total real food consumption is obtained by summing real food consumption at home and away from home.

From the PSID data, I choose households headed by married males, with heads aged between 24 and 70, with at least one observation on food consumption during 1980–1998. I drop households whose heads report more than a two year absolute difference in age in adjacent years. If a household passes this criterion, I use the data on age from adjacent years to impute the head’s age if a record on age is missing in a given year. I fill in missing state of residence data using records on state of residence of a household in adjacent years (I use non-missing state of the residence data as far as 4 years backward and forward from a missing record). I group households into three education categories: households with heads who did not complete high school (below 12 years of education), households with heads who completed high school (12 years), and households with heads whose education exceeds high school (above 12 years). I “allow” households to switch education categories over time if heads move to an upper education category. For example, I keep households whose heads have 12 years of minimum education attained, but attain additional education in subsequent years. I drop households whose heads report years of education in year \( t \) greater than years of education in any year after \( t \), and if, during the sample span, they switch education categories (that is, if they report minimum education attained below 12 years and maximum education attained equal or above 12 years; or if they report minimum education attained equal to 12

\[30\] The PSID does not have data on food consumption in the 1973 survey either.
years, and maximum attained above 12 years). If the head of a household has at least one non-missing race record in the sample considered, and has missing race records in any other year, I impute race records to this head. I retain observations for the years when households did not experience significant changes in family composition. Specifically, I keep observations if households did not have any changes in family composition, or had changes in members other than head or wife (e.g., a child leaving a household). I drop observations for households with family size below 2.

Income data used in the paper are combined taxable income of head and wife. I subtract federal income, social security, and Medicare taxes from household income. The published PSID data on income and federal taxes refer to previous calendar year. I use the PSID estimate of federal income taxes for years 1981–1991. Starting in 1992, the PSID discontinued calculation of federal income taxes. I impute federal income taxes to each household for survey years 1992–1997 and 1999 using records on combined taxable income of head and wife and published tables of the federal tax schedules. I assume that head and wife file tax form jointly, and use the appropriate schedule for each year. I calculate Medicare taxes and social security taxes for head and wife separately, taking their wage income as the base for these taxes. My estimate of disposable after-tax household income is max\{0,(Taxable Income of Head and Wife–Federal Income Taxes of Head and Wife–Social Security Taxes of Head and Wife–Medicare Taxes of Head and Wife)\}. I deflate disposable after-tax income by the BLS 1982–1984 CPI for all items, the same deflator I use for total consumption.

After imputing total consumption to the PSID households, my other sample selection criteria are as follows. I drop observations if disposable income or total imputed consumption is below 1,000 of real 1982–1984 dollars; if real disposable income, or real imputed total consumption is below real food consumption; if real imputed total consumption, or real food consumption is above (below) the top (bottom) percentile of the respective CEX distribution; if an absolute percentage change of real disposable income, or real food consumption, or real total imputed consumption is greater than 300%. Finally, since I am interested in the link between income and consumption dynamics, I keep observations with non-missing records on both total imputed consumption and disposable income. The final PSID sample used to construct the life cycle profiles of income and consumption consists of 23,503 income and consumption observations, along with complete information on state of household residence, the head’s race, education, family size and the head’s age.

(iii) Distributions of Initial Income and Initial Wealth-to-Permanent Income: Estimates from the PSID

To initialize the model economy, I need an estimate of the initial income distribution, and the distribution of wealth-to-permanent income ratio.

I assume that the wealth-to-permanent income ratio and the initial income are log-normally distributed. I take liquid wealth of 24 and 25 year old heads from the PSID wealth supplements available in 1984, 1989, 1994, 1999, and 2001. “Liquid” wealth is equal to the sum of the monetary value of checking and saving accounts, net value of real estate other than main housing, net value of vehicles, net value of shares, stocks and bonds, minus the credit debt. For each household with a record on liquid wealth and with the head aged between 24–25 years old, I estimate the permanent income as the average income during a 4-year span. I use the 1983–1986 data on real disposable income if a household with the wealth record is observed in 1984, 1988–1991 income data—if the wealth record is in 1989, 1993–1996 income data—if the wealth record is in 1994, income data in 1996, 1998, and 2000—if the wealth record is in 1999, or 2001. For estimation of the distribution of the wealth-to-permanent income ratio, I keep only households with a positive ratio. I have a cross-section of 163 observations on log wealth-to-permanent income ratio. Since households with records on wealth and income are observed at different points of business cycle, I eliminate the time (business cycle) effect with the following transformation: $\bar{w}_{i,t} = w_{i,t} - (w_{i,t} - w_{..})$, where $i$ stands for household $i$, $t$ is any year from the set \{1984, 1989, 1994, 1999, 2001\}, $w_{i,t}$ is the average of wealth-to-permanent income ratio across observations in year $t$, $w_{..}$ is the average across all households and all years. I use a vector of $\bar{w}_{i,t}$’s to estimate the mean and variance of the distribution of wealth-to-permanent income ratio. The mean is −1.22, and the standard deviation is 1.16.

For each simulated household, I set its value of the initial permanent income equal to a draw from the cross-sectional distribution of $\log Y_{i,24}$. I assume that $\log Y_{i,24}$ is distributed normally. The mean across 340 observations is estimated at 5.35, and the standard deviation—at 0.41.
Appendix E: Imputation of Total Consumption to the PSID Households

In this appendix, I describe the procedure used to impute total consumption to the PSID households. There are several imputation methods adopted in the literature. Absent data on total consumption in the PSID, imputation is usually done in order to exploit the panel structure of the PSID, and its superior (to the CEX) data on income. Skinner (1987), using the 1972–1973 and 1983 waves of the CEX, showed that total CEX consumption tightly relates to several consumption items, also available in the PSID (food at home and away from home, number of vehicles owned, and housing rent). Moreover, he showed that this relationship is stable over time. Several researchers, inspired by this finding, used coefficients from the CEX regression of total consumption on consumption items, also available in the PSID, and household data from the PSID, to impute total consumption to the PSID households. Another way of imputation is to use data on liquid assets and income in the PSID to construct savings and total consumption (Ziliak (1998), and Zeldes (1989a)). Blundell, Pistaferri, and Preston (2005b) pioneered a structural approach—inverting the food demand equation estimated on the CEX data. They relate log-food consumption to log-total expenditures, household demographics, price variables, time dummies, cohort dummies, and expenditures interacted with time dummies and head’s education category. I run a similar regression, and use the coefficients from this regression to impute total consumption to the PSID households. I use consumption and demographic data of merged CEX cross-sections for years 1980–1998. The detailed sample selection procedure is described in Appendix D. I assume that business cycle effects are captured by regional unemployment. The regions considered are the U.S. Census regions: Northeast, North Central, South, and West. The results of the food demand equation are presented in Table 10. The elasticity of food consumption with respect to total expenditures is positive, tightly estimated, and is falling over time. This result implies that the share of food consumption in total expenditures falls over time: given improvements in standards of living and increases in total expenditures over time, it reflects the well-known fact that food is a necessity. Family size, age, and black coefficients have expected signs and are statistically significant. The regression explains about 50% of the total variation in the log-food consumption.
### Table 10: (Appendix E) Food Equation Estimated on CEX data

<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Variable</strong></td>
</tr>
<tr>
<td>Log-total consumption</td>
</tr>
<tr>
<td>Log-food CPI</td>
</tr>
<tr>
<td>Regional unemployment</td>
</tr>
<tr>
<td>Northeast</td>
</tr>
<tr>
<td>North Central</td>
</tr>
<tr>
<td>South</td>
</tr>
<tr>
<td>Total consumption×1981</td>
</tr>
<tr>
<td>Total consumption×1982</td>
</tr>
<tr>
<td>Total consumption×1983</td>
</tr>
<tr>
<td>Total consumption×1984</td>
</tr>
<tr>
<td>Total consumption×1985</td>
</tr>
<tr>
<td>Total consumption×1986</td>
</tr>
<tr>
<td>Total consumption×1987</td>
</tr>
<tr>
<td>Total consumption×1988</td>
</tr>
<tr>
<td>Total consumption×1989</td>
</tr>
<tr>
<td>Total consumption×1990</td>
</tr>
<tr>
<td>Total consumption×1991</td>
</tr>
<tr>
<td>Total consumption×1992</td>
</tr>
<tr>
<td>Total consumption×1993</td>
</tr>
<tr>
<td>Total consumption×1994</td>
</tr>
<tr>
<td>Total consumption×1995</td>
</tr>
<tr>
<td>Total consumption×1996</td>
</tr>
<tr>
<td>Total consumption×1997</td>
</tr>
<tr>
<td>Total consumption×1998</td>
</tr>
<tr>
<td>Born between 1915–1920</td>
</tr>
<tr>
<td>Born between 1921–1926</td>
</tr>
<tr>
<td>Born between 1927–1932</td>
</tr>
<tr>
<td>Born between 1933–1938</td>
</tr>
<tr>
<td>Born between 1939–1944</td>
</tr>
<tr>
<td>Born between 1945–1950</td>
</tr>
<tr>
<td>Born between 1951–1956</td>
</tr>
<tr>
<td>Born between 1957–1962</td>
</tr>
<tr>
<td>Born between 1963–1968</td>
</tr>
<tr>
<td>Born between 1969–1975</td>
</tr>
<tr>
<td>Family size</td>
</tr>
<tr>
<td>Finished high school (HS)</td>
</tr>
<tr>
<td>Did not finish HS</td>
</tr>
<tr>
<td>Did not finish HS×Tot. cons.</td>
</tr>
<tr>
<td>Finished HS×Tot. cons.</td>
</tr>
<tr>
<td>Age</td>
</tr>
<tr>
<td>Age²/100</td>
</tr>
<tr>
<td>Black</td>
</tr>
<tr>
<td>Constant</td>
</tr>
</tbody>
</table>

**Number of observations**: 21,216

**Adj. $R^2$**: 0.504

**Notes**: The sample consists of merged CEX cross-sections for years 1980–1998. Data are accessed from the NBER website. Food consumption is the sum of real food consumption at home and away from home, exclusive of food at work. Total consumption is the sum of real expenditures on all items, exclusive of education, medical expenses, mortgage interest, other interest, taxes on housing, mortgage principal and lump-sum mortgage payments. The regional unemployment variable is created by the interaction of a survey year and unemployment in the region of household residence at the time of a survey. The sample consists of households with married heads aged between 24 and 70. Heads enrolled part-time or full-time in school are dropped. The sample households are present in all four quarters of a survey and are complete income reporters. Family size is the average family size during a survey year (across four quarters). Head belongs to a high school category if he/she reports 12 years of education; “Did not finish high school” is an indicator variable equal to 1 if head’s education is below 12 years; omitted category consists of heads with education above 12 years. Omitted cohort comprises households with heads born between 1910–1914; omitted region is West. Price variable is the log of the BLS CPI index for total food consumption with the base in 1982–1984. *** significant at the 1% level, ** significant at the 5% level, and * significant at the 10% level.